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1 Executive Summary 

The energy consumption of the Internet is exploding as the number of devices connected to it 

increase in number, due to global coverage of an ever increasing population of users, as well as in 

consumption, due to the explosion of traffic volume fuelled by video and mobile data applications. 

Both the number and the capacity of the devices that make up the network depend on the peak load 

that the network has to carry during its peak hour. This peak capacity is directly connected with the 

peak energy consumption of the network. Looking however beyond the peak hour, it is clear that 

the load falls way beyond the peak, e.g., during local night-time. This drop of traffic however is not 

followed by a drop in the amount of energy consumed by the network. This is largely due to the 

lack of energy proportionality in the current generation of network devices that consume close to 

their peak energy independently of their actual traffic load. 

Starting from the above observation, and projecting into the future demand for bandwidth based 

on recent reports, it is clearly shown that the energy consumption of the Internet will be one of the 

main challenges that technology will have to face in the future. Unfortunately, current and planned 

evolutions of the Internet, although they plan for a variety of improvements like increased capacity, 

easier manageability, and stronger security & privacy, do not address energy consumption issues. 

At the same time, strict requirements on energy efficiency are being pushed by policy makers and 

are sought by manufacturers and operators of devices and networks. Bridging the gap between the 

two is the main objective of the Energy COnsumption NETworks (ECONET) project whose 

mission, tools, and objectives are developed in detail in this first deliverable of WP2. 

The first contribution of this deliverable towards achieving the said energy objectives is the 

characterization of the energy aware design space for networks and its breaking down into data 

plane related and control plane related actions. Within each category, a detailed account of energy 

aware techniques is provided, with further breakdown based on network layer, home, access, 

transport and core. At the data plain a combination of re-engineering, dynamic adaptation, sleeping, 

and energy efficient MAC design approaches are proposed, in order to meet the requirements set 

forth for network devices in different network parts. At the control plane, energy aware traffic 

engineering, resource allocation, and virtualization approaches are proposed for orchestrating 

together the energy conservation capabilities of individual devices and making the ensemble 

network be more energy proportional than its constituent elements.    

The above techniques are integrated and positioned within three representative reference 

scenarios involving telecom operators and Internet service provider networks. The reference 

scenarios combine technologies in both planes and all layers and are thus suitable for a complete 

assessment of the energy-aware propositions of ECONET using a variety of performance indexes 

and benchmarking methodologies that are also detailed within the deliverable.  

2 Introduction 

2.1 Scope of the deliverable 

This deliverable presents the user requirements as well as the technological background for the 

low Energy COnsumption NETworks (ECONET) that will be developed during the forthcoming 

work packages of the project. It thus creates the basic foundation for the development of green 
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technologies for the data plane of network devices (WP3), the green abstraction layer for exposing 

them to higher level protocols (WP4), as well as the control plane strategies running higher up at 

the protocol level (WP5) for orchestrating the overall energy reduction efforts in ECONET. In 

addition, the deliverable defines the user requirements, the energy requirements, and the evaluation 

scenarios that will be presented to the integrated ECONET network and will be evaluated during 

the last stage of the project (WP6). 

2.2 Objectives 

The main objectives of the deliverable are three-fold: 

Initially, it aims to demonstrate the importance of reducing the energy consumption in networks. 

This is achieved by analysing the constituent factors behind the current energy consumption of 

networks. First in line among these factors is the explosion in terms of the transmitted volumes due 

to the increase in the number of users in the network, but also, more important, in the traffic 

consumption of individuals. The latter owes largely to the rapid increase of video communications 

as well as to the explosive growth of traffic coming from (smart) mobile devices. The said traffic 

volumes translate to very high energy consumption, largely thanks to the energy disproportionality 

of existing network elements, which consume nearly the same amount of energy independently of 

whether they are completely idle or they carry the maximum amount of traffic that they can carry. 

To contrast the current dim situation of very high energy consumption, we present the desired 

energy consumption of future ECONET networks that will be developed during the project. 

Secondly, the deliverable presents the available technological alternatives for achieving the 

energy consumption objectives. Achieving the energy reduction objectives set above requires taking 

drastic measures and solving non-trivial problems. The second objective of the project is to 

highlight the available options for dealing with the current high energy consumption of networks, 

both those developed within ECONET as well as elsewhere. We start by presenting existing 

proposals for the evolution of the Internet, most of which do not aim at energy consumption, but 

rather efficiency, manageability, and security/privacy objectives. These include optical backbone 

networks, content centric networks, autonomic networks, and virtualization. Next, we delve into 

energy targeting technologies at both the data and control plane of networks. At the data plane we 

look at the saving margins made possible by new technologies for the network terminations, the 

access, the switching, and routing network. In these levels, the proposed new technologies are based 

on re-engineering, dynamic adaptation (voltage scaling), sleeping and standby principles. Moving 

on to a higher layer, and looking at the control plane of ECONET, we discuss green traffic 

engineering strategies for routing traffic intelligently based on energy consumption objectives, as 

well as virtualization and efficient resource allocation approaches. Such approaches aim at 

aggregating traffic to a minimum amount of paths or using a minimum set of network resources 

(given QoS and fault tolerance objectives) and leaving the network elements in remaining paths 

enter sleep modes with the objective to save energy. Following the initial general treatment of 

energy saving technologies, we move on to describing the specific technologies and the targeted 

savings in which ECONET and its partners will focus their efforts. 

Thirdly, the document defines the metrics and the reference scenarios for evaluating the results of 

the project. The last objective of the section is to define the metrics upon which the three different 

reference scenarios will be evaluated in the context of WP6. 
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2.3 Structure of the document 

In addition to an Executive Summary (Section 1) and the Introduction (Section 2) the deliverable 

includes the following five sections: 

Section 3, Energy Consumption in Next –Generation Networks: Trends and Technologies: it 

includes the overview of the existing Internet and the foreseeable evolutions in terms of 

technologies and traffic characteristics. As part of these evolutions it introduces for the first time the 

control and data plane techniques for energy conservation. 

Section 4, Energy Efficiency Requirement for Next Generation Networks and Devices: the 

section presents a survey of energy consumption figures of existing devices at the different levels of 

the network hierarchy, from termination to core IP routers, as well as the requirements set for 

lowering the energy requirements of future devices. It also details the three reference scenarios of 

the project and connects them to requirements and technologies. 

Section 5, Technology Specifications of Energy Efficient Devices: here the details of achieving 

energy reductions are presented. At the network device data plane the techniques including total re-

engineering in order to cut down on power, dynamic adaptation of operating rate with response to 

current load, various sleeping techniques for devices that can go offline when the current load can 

be handled by a subset of them and energy efficient Ethernet, a new key technology appearing at 

various parts of the network. At the control plane, additional techniques include energy aware 

traffic engineering for selecting a subset of paths to carry the traffic, various joint resource 

(re)allocations around energy consumption and performance and virtualization techniques for 

adapting the function of network elements on the fly. The last part of the section gives concrete 

examples of the above with consumption profiles based on devices developed by ECONET partners 

which will be evaluated during the demos of WP6. 

 Section 6, Target Energy Savings and General Performance Indexes: this section puts 

together the metrics, requirements, and performance benchmarking methodologies that will be used 

throughout the project. Furthermore, it details an analytical framework for representing the impact 

of energy adaptive technologies and solutions for network devices under investigation by the 

ECONET consortium. Based on this framework, an evaluation is conducted for the potential impact 

estimated by the proposed model within the energy-efficiency degrees suggested by the ECONET 

consortium in the presence of the realistic scenarios for the access, home, metro/transport, and core 

networks. 

Section 7, Conclusions: this section concludes the deliverable with a summary of the main 

technologies that will be examined within ECONET. 

3 Energy consumption in next-generation networks: trends 
and technologies 

In this section we first present a high level summary of the current state of the Internet based on 

the most recent published measurement reports which include the OECD Broadband Portal [55], the 

Akamai State of the Internet report [53], the Internet Inter-Domain Traffic report from the Atlas 

Observatory [54], and the Residential Broadband Internet Traffic report from T-Labs [56]. We 

discuss the evolution of Internet’s topology (section 3.1), the exchanged traffic volumes, and traffic 

profiles (section 3.2). Moving on, we present data on the energy consumption of major 

Telecommunication companies as well as the objectives set for reducing it (section 3.3). The 
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section concludes with the presentation of emerging network technologies including all optical, 

content centric, and autonomic networks (section 0), as well as a brief introduction of the design 

space for energy reduction in networks (section 3.5).   

Identity of the employed reports: 

 OECD: The OECD broadband portal provides access to a range of broadband-related 

statistics gathered by the OECD based on input from its members [55]. 

 AKAMAI: Akamai’s globally distributed network of servers allows gathering massive 

amounts of information on many metrics, including connection speeds, attack traffic, and 

networking connectivity/availability/latency. The values of these data lies on that they 

represent the true quality of service that end users experience (as opposed to OECD data 

for example that gather only nominal capacities) [53]. 

 ATLAS: This report regards one of the first large scale longitudinal studies of Internet 

inter-domain traffic using direct instrumentation of peering routers across multiple 

providers. It has addressed significant experimental data collection and commercial 

privacy challenges to instrument 3,095 peering routers across 18 global carriers, 38 

regional / tier-2, and 42 consumer and content providers in the Americas, Asia, and 

Europe. At its peak, the study monitored more than 12 terabits per second of offered load 

and a total of more than 200 exabytes of Internet traffic over the two-year life of the study 

(July 2007 to July 2009). Based on independent estimates of total Internet traffic volume 

it is believed that these probes directly monitor more than 25% of all Internet inter-

domain traffic [54]. 

 TLABS: This report presents observations developed from passive packet-level 

monitoring of more than 20,000 residential DSL lines from a major European ISP. This 

unique vantage point provides a broad view of residential traffic, complementing the 

traffic characterizations based on backbone traces like [54] [56]. 

3.1 Internet topology evolution  

The Internet has, in the last 3-4 years, seen a gradual transformation of its basic topological 

structure fuelled primarily from the success of content provider companies (Google, Yahoo!, 

Facebook, etc.), the prevalence of video and the content distribution networks that make its 

dissemination possible, and the rise of regional transit ISPs. The outcome of these transformations 

is a flattening of the -until recently- hierarchical structure, as well as a transformation to a mesh 

instead of a clear hierarchy.   

Flattening of Internet’s topology: Content providers like Google connect directly with access 

ISPs, thus most of the traffic flows directly to end customers instead of going through the 

traditional Internet core (the tier-1 providers). The 30 largest content providers generate around 

30% of the observed inter domain traffic [54]. The result of this trend has been that the traditional 

hierarchical Internet (Figure 1) has been transforming into a more flat architecture (Figure 2). 

Rise of video and CDNs: As will be elaborated next in the section, video, whether live or pre-

stored, dominates -in terms of bytes sent- the traffic flowing through the Internet. This is largely 

made possible by Content Distribution Networks (CDNs), like Akamai or Limelight that maintain 

networks of servers around the world where local copies of content is kept and served to the local 

users. CDNs create a new intermediate layer between access and core tier-1 ISP. The addition of 

these networks complicates even more the topological structure of the Internet, making it more like 

a complicated mesh graph than a clear tree graph. 
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Rise of regional transit ISPs: A third fundamental change in the topology of the Internet is the 

rise of regional transit ISPs. This is an outcome of the consolidation in the telecommunications 

sector that has created in the last 10 years several intermediate / large players from the combination 

of once smaller access ISPs that consolidated through multiple acquisitions. These regional transit 

ISPs, like CDNs, eat out of the power and connectivity structure of the once dominant core tier-1 

networks. 

 

Figure 1: Traditional hierarchical Internet topology. Most traffic flowing between the core tier-1 providers. 

 

Figure 2: Emerging flat Internet topology. Most traffic flowing directly between content providers and customer 

IP networks while part of the traffic is flowing to the global Internet through Internet Exchange Points (IXP). 

3.2 Traffic volumes and profiles 

3.2.1 Traffic statistics based on protocol breakdown 

Unlike traditional voice communication networks, the application and protocol mix of the 

Internet changes rapidly at very short time scales (even down to few months). This is a natural 



 

 

11 

 

  FP7-ICT-258454    D2.1 

consequence of the openness of the platform that encourages innovation from the edge. For the 

same reason it is always challenging to come with predictions regarding the future traffic mix of the 

network. A first step however in this direction is to have a solid understanding of the current traffic 

mix. Next we summarize briefly the currently perceived picture regarding the application and 

protocol mix of the traffic that uses the Internet. 

Most applications, whether they belong to traditional web applications, video applications or 

social networks, are consolidating over the HTTP protocol, making HTTP the largest contributor in 

terms of protocol traffic currently amounting to above 50% of all the traffic in the Internet (Figure 

3). P2P protocols (like BitTorrent, eDonkey etc.) have increased their traffic in terms of absolute 

volume but percentage wise have shrinked to below 15% (Figure 3) whereas they amounted to 40-

60% just a few years ago. This is a direct consequence of the very sudden rise of video traffic from 

web sites like YouTube. 

 

Figure 3: Protocol breakdown based on measured byte volumes [56]. 

 

Figure 4: Content breakdown from analysing HTTP payloads [56]. 

Figure 4 presents the breakdown of HTTP traffic into different content/application types. The 

main point to notice is that Flash video (.flv) amounts to almost a quarter of all HTTP traffic. 

Another important contributor is the application/rar category with around 15% of HTTP traffic. 

Most of this traffic is due to HTTP downloads from One-Click-Hosting (OCH) sites like 
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RapidShare and MegaUploads. The recent success of such sites is a second reason for the decline of 

P2P’s percentage in terms of overall traffic. 

Figure 5 presents a table with the breakdown of origin sites for the observed HTTP traffic. The 

first four positions are occupied by video hosting sites like YouTube, followed by the Windows 

Update system of Microsoft and the CDN traffic carried by Akamai. 

 

Figure 5: Origin of traffic based on byte volumes [56]. 

3.2.2 Access speeds 

 

Figure 6: Advertised access speeds by country [55]. 
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Figure 7: Average and peak measured download speeds by country [53]. 

Next we turn our attention to the access speeds at which residential customers connect to the 

network. We look at access speeds from two perspectives, their nominal capacities and the real 

measured speeds. The nominal speeds (capacity) are depicted in Figure 6 [55]. According to the 

collected data, Japan, Korea, Portugal and North European countries provide the fastest access 

speeds since they are the ones that have rolled out at large scale residential fibre connections. 

Actual measured speeds from [53] regarding the average and peak download speeds for each 

country are depicted in Figure 7. 

3.2.3 Traffic volumes and profiles 

Regarding the generated traffic volumes, data is presented for inter-domain traffic and traffic 

from mobile users. Regarding inter-domain traffic, Google contributes 5% of observed inter-

domain traffic according to [54] followed closely by Limelight and Akamai CDNs, Microsoft, and 

Carpathia hosting (MegaUploads, MegaVideo one click hosting sites). Traditional tier-1 ISPs have 

fallen to lower positions. The exact ranking is depicted in Figure 8. One of the major new findings 

of [53] is that over the last year the amount of traffic coming from Internet enabled mobile smart 

phones like the iPhone and the Android has been increasing very fast. This is a strong indication 

that in the future the traffic might be dominated by mobile users. It is important to notice that in 

several countries smart phones are already consuming on average several Gbytes of traffic per 

month. 

In Figure 9, a typical graph is shown with the daily average of European and North American 

Internet traffic on a single daily timeline. In other words, 5am for Europe is 5am GMT and 5am for 
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the US is 5am EDT. Both European and US traffic
1
 is shown as a percentage of their respective 

peak traffic levels (i.e. 100% is the respective peak of each Europe and US traffic). As expected, 

both Europe and US Internet traffic have a lot in common. Both show regular, daily cyclical traffic 

patterns with Internet traffic dropping at night and growing during the day. 

 

Figure 8: Ranking of Internet autonomous systems according to the amount of observed inter-domain 

traffic [54]. 

 

Figure 9: Daily average of European and North American Internet traffic. 

3.2.4 Traffic projections for the network of tomorrow 

Having summarized the current state of the Internet in the previous section, we move next to 

looking at predictions regarding the Internet of the future. Cisco has been publishing the Cisco 

Visual Networking Index [57], which has become the definitive source of information on the 

predicted traffic requirement over the coming years. The prediction is derived by drawing upon 

                                                 

 
1 http://asert.arbornetworks.com/2009/08/what-europeans-do-at-night/  

http://asert.arbornetworks.com/2009/08/what-europeans-do-at-night/
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statistical data from the major market analysis firms and applying an elaborate forecast 

methodology that is detailed in [57]. Next we summarize the highlights of the forecasted traffic 

requirements as presented in [57]. 

Global Internet highlights 

Global IP traffic has increased eightfold over the past 5 years, and will increase fourfold over the 

next 5 years. Overall, IP traffic will grow at a compound annual growth rate (CAGR) of 32 per cent 

from 2010 to 2015. Global IP networks will deliver 7.3 petabytes every 5 minutes in 2015. A 

growing amount of Internet traffic is originating with non-PC devices. In 2010, only 3 per cent of 

Internet traffic originated with non-PC devices, but by 2015 the non-PC share of Internet traffic will 

grow to 15 per cent. PC-originated traffic will grow at a CAGR of 33 per cent, while TVs, tablets, 

smartphones, and machine-to-machine (M2M) modules will have growth rates of 101 per cent, 216 

per cent, 144 per cent, and 258 per cent, respectively. 

Busy-hour traffic is growing more rapidly than average traffic. Busy-hour traffic will increase 

fivefold by 2015, while average traffic will increase fourfold. Global Internet video traffic 

surpassed global peer-to-peer (P2P) traffic in 2010, and by 2012 Internet video will account for 

over 50 per cent of consumer Internet traffic. As anticipated, as of 2010 P2P traffic is no longer the 

largest Internet traffic type, for the first time in 10 years. Internet video was 40 per cent of 

consumer Internet traffic in 2010 and will reach 50 per cent by year-end 2012. The sum of all forms 

of video (TV, video on demand [VoD], Internet, and P2P) will continue to be approximately 90 per 

cent of global consumer traffic by 2015. 

Regional highlights 

IP traffic in Western Europe will reach 19 exabytes per month by 2015, at a CAGR of 32 per 

cent. Monthly Internet traffic in Western Europe will generate 3.1 billion DVDs’ worth of traffic, or 

12 exabytes per month. IP traffic in Central and Eastern Europe will reach 3.7 exabytes per month 

by 2015, at a CAGR of 39 per cent. Monthly Internet traffic in Central and Eastern Europe will 

generate 0.8 billion DVDs’ worth of traffic, or 3.1 exabytes per month. 

3.3 Energy consumption and energy efficiency demand 

It is estimated that the Information and Communication Technology (ICT) sector accounts for 2% 

of global carbon emissions [107]. ‘Going green’ is now a necessity for telecom operators, as energy 

expenses constitute nearly 25% of the total network costs. In addition to energy costs, restrictions 

on carbon footprints, and an increased emphasis on corporate responsibility are pushing Telco’s to 

take measures towards energy consumption and carbon reduction. In fact, many telecom providers 

have started including such measures as a requirement in their requests for information and 

proposals from vendors. Decision-makers increasingly weigh the cost of powering a piece of 

equipment along with traditional features such as reliability, scalability and flexibility, resulting 

more and more often in earlier replacement of older equipment in favour of more energy-efficient 

devices. Thus, in the last few years, a large set of Telco’s, ISPs and public organizations around the 

world reported statistics of network energy requirements and the related carbon footprint, showing 

an alarming and growing trend. 

The overall energy consumption of Telecom Italia in 2006 has reached more than 2 TWh (about 

1% of the total Italian energy demand), increasing by 7.95% with respect to 2005, and by 12.08% to 

2004 [1]-[3]. In 2009, this consumption raised to 2.14 TWh. This energy consumption especially 

rose from network infrastructures, which contributed 70% of the total energy requirements. Data-
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centres weighed for 10%, while the remaining 20% is due to other spurious sources (e.g., offices, 

shops, etc.). Note that similar breakdowns of energy wasting can be certainly generalized for the 

largest part of telecom operators. Figure 10 reports the historical evolution of the energy 

consumption of TELIT, outlining how the energy requirements of telecommunication equipment 

are the major source of energy waste, and how, with the deployment of broadband access 

technologies, the consumption of customer premises are rapidly raising, becoming today a figure 

comparable to the direct energy consumption of telecoms. 

 

Figure 10: Electrical energy consumption evolution and future trends for TELIT’s fixed network. 

Another representative example comes from British Telecom, which reported energy 

requirements similar to the Telecom Italia ones: the overall power consumption for its network and 

estate during the 2010 financial year was 3.12 TWh [4] [5] (2,281 GWh of electricity to run UK 

networks, data centres and offices, 417 GWh of gas, heating oil and generator fuel at UK sites and 

425 GWh of energy in countries outside UK). Moreover, it absorbed about 0.7% of the total UK’s 

energy consumption in the winter of 2007, making it the biggest single power consumer in the 

nation [6]. About 10% of the UK’s entire power consumption in 2007 was related to operating IT 

equipment [7].  

The Deutsche Telecom group exhibits an overall energy consumption of 7.91 TWh during 2009. 

Only in Germany, Deutsche Telekom reported an overall amount of power consumption of about 3 

TWh in 2007 [8], which increased of about 2% with respect to 2006 data. Deutsche Telekom 

justified this energy consumption increase as the result of technology developments (DSL), 

increasing transmission volumes and network expansion; though the figure also includes a small 

amount of spurious data, they outlined that almost 20% of such energy waste is due to cooling 

systems.  

Moreover, the power consumption of Verizon during 2010 was 10.24 TWh, and during 2006 8.9 

TWh (about 0.26% of USA energy requirements). AT&T weighs for 11.14 TWh in 2010, and 

declared to use 654 kilowatt hours (kWh) per terabyte of data carried on its network during 2008. 
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Table 1: Yearly energy consumption of some of the major Telecoms world-wide. These data were obtained by 

the Sustainability Report of each company.  

Energy Consumption (TWh per year) 

Telecom 2006 2007 2008 2009 2010 

Deutsche Telekom (World) 7.10 7.22 7.84 7.91 - 

France Telecom (World) 3.66 3.47 4.57 4.38 - 

Telecom Italia 2.10 2.15 2.13 2.14 - 

British Telecom (UK) 1.94 1.99 2.03 2.28 2.28 

British Telecom (World) - - 2.6 2.71 3.12 

AT&T (World) - - - 11.07 11.14 

Verizon 8.90 - - 10.27 10.24 

NTT - 2.76 2.76 2.75 - 

Telefonica 1.42 - 4.76 5.05 6.37 

SwissCom - - 0.43 0.40 0.40 

China Mobile - - 9.35 10.62 11.94 

SK Telecom - - 0.94 1.09 1.09 

 

The requirements of France Telecom were about 4.38 TWh in 2009 [9], while it is committed to a 

15% reduction in its global energy consumption by 2020 compared to the level in 2006. In 2010, 

the Telefonica group consumed 6.37 TWh, against a 2006 figure of 1.42 TWh, which amounts to 

0.6% of Spain’s total energy consumption [10]. The NTT group reports that the amount of electric 

power in fiscal year 2004 needed for telecommunications in Japan was 4.2 TWh [11], and their 

direct energy consumption 2.75 TWh in 2009. China Mobile energy requirements exceeded 10 

TWh, raising of more than 1 TWh per year. Data regarding the yearly energy consumption of some 

of the major telecom operators world-wide are presented in Table 1. 

In order to give further indications on these impressive figures, Table 2 reports the average price 

of the electricity according to the U.S. Energy Information Administration (EIA) agency for the 

years 2006-2010. These data clearly outline how the energy prices are increasing with a high pace, 

dramatically raising the request of efficiency from operators in the telecommunications field. 

Table 2: Cost of the electrical energy according to the U.S. Energy Information Administration (EIA). 

Average Energy Price 

 2006 2007 2008 2009 2010 

Million $ per TWh 89 91 99 101 95 

 

The figures above refer to the whole corporate consumption. As such, they account for numerous 

sources, other than the operational absorption of the networking equipment (e.g., offices’ heating 

and lights). Nevertheless, we have included them to give an idea of the general trend. 

Similar trends can be generalized to a large part of the other Telco’s and service providers. The 

European Commission DG INFSO report in [12] estimated European Telco’s and operators to have 

an overall network energy requirement equal to 14.2 TWh in 2005, which would have risen to 21.4 

TWh in 2010, and to 35.8 TWh in 2020 if no green network technologies would be adopted. Thus, 
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much likely as in other areas where energy efficiency is a concern, there are two main motivations 

that drive the quest for “green” networking:  

1. the environmental one, which is related to the reduction of wastes, in order to impact on 

CO2 emission (Figure 11);  

2. the economic one, which stems from the reduction of costs sustained by the operators to 

keep the network up and running at the desired service level and their need to 

counterbalance ever-increasing cost of energy (Figures 12 and 13).  

The Global e-Sustainability Initiative (GeSI) reported similar estimations [14], and weighed the 

carbon footprint of networks and related infrastructures at about 320 Mtons of CO2 emissions in 

2020. As shown in Figure 14, GeSI reported that, during 2002, network infrastructures for mobile 

communication and for wired narrowband access caused the most considerable greenhouse 

contributions, since each of them weighs for more than 40% upon the overall network carbon 

footprint. The 2020 estimation suggests that mobile communication infrastructures will represent 

more than 50% of network CO2 emissions, while, as far as wired networks are concerned, both 

telcos’ devices (e.g., routers, switches, etc.), and broadband access equipment will cause ever 

growing and non-negligible contributions, equal to 22% and to 15%, respectively. 

 

Figure 11: Estimate of the global carbon footprint of ICTs (including PCs, Telco’s networks and devices, 

printers and datacentres). Source: Smart 2020 report by GeSI [14]. 

 

Figure 12: Energy consumption estimation for the European Telco’s’ network infrastructures in the “Business-

As-Usual” (BAU) and in the Eco sustainable (ECO) scenarios, and cumulative energy savings between the two 

scenarios. Source: European Commission DG INFSO report in [12]. 
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Figure 13: OPEX estimation related to energy costs for the European Telco’s’ network infrastructures in the 

“Business-As-Usual” (BAU) and in the Eco sustainable (ECO) scenarios, and cumulative savings between the 

two scenarios. Source: European Commission DG INFSO report in [12] and the U.S. EIA estimation on energy 

costs [13]. 

 

Figure 14: Greenhouse gas emission estimation according to GeSI [13]. 

Regarding wireless cellular networks, in 2008, researchers at NTT DoCoMo surveyed current 

mobile network energy consumption issues taking a Japanese mobile operator’s network as an 

example [16]. The authors reported that the dominant part is due to radio access networks, and 

during 2006, each single user in NTT DoCoMo networks consumed, on average, 120 Wh per day 

for the network side and 0.83 Wh for the terminal side. The results of the investigation confirmed 

that current consumption can be reduced by introducing further IP-based Base Transceiver Stations 

(BTSs) and Radio-over-Fibre (RoF) technologies. 

A deeper focus on energy consumption in today’s and tomorrow’s wired networks can be found 

in [17] and in [18], where Tucker et al. present a stimulating perspective on network design by 

focusing on cost and energy aspects. This perspective is based on a simple model for network 

technologies’ evolution in the next years, and it uses the datasheets of state-of-the-art commercial 

devices, as well as projections of future broadband technologies. 
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equipment is a key factor of growing importance. In this sense, they suggested that the ultimate 

capacity of the Internet might eventually be constrained by energy density limitations and 

associated heat dissipation considerations, rather than by the bandwidth of the physical components 

[19]. The authors pointed out that the data presented in their paper are based on a number of 

simplifications and approximations. Nevertheless, we believe that the results indicate some 

important trends. 

The model aims at representing devices working at IP core, metro and access levels in order to 

evaluate the impact of different traffic grooming techniques both on scalability and costs, and on 

energy consumption of the overall network. To determine the energy consumption of the network, 

they have used information about the quantity of various types of networking equipment and the 

power consumption of these pieces of equipment, as minutely described in [20]. As outlined in 

Figure 15, the model exploitation highlighted that, not surprisingly, the overall energy consumption 

will increase as the capacity of the network expands. In this respect, it is worth noting that today’s 

average access rates are about 2 Mbps. Thus, starting from the data in Figure 15, today energy 

requirements of access networks account twice with respect to the core. 

 

Figure 15: Average power consumption per user with respect to the increase in network access rate according to 

the results in [21]. 

In today’s Broadband access network, the energy consumption is dominated by the energy in the 

user modem. The Passive Optical Network (PON) provides the lowest energy solution for 

broadband access with respect to point-to-point Ethernet, Fibre-To-The-Node (FTTN) and Wi-Max 

technologies. This feature of PON could become a driver of future PON deployment in response to 

concerns about the greenhouse impact of the Internet. Moreover, the authors have shown elsewhere 

[21] that at low access rates the power consumption in DSL networks is similar to that of PONs. 

Tucker et al. finally demonstrated that the energy consumption in the routers — particularly in 

the core — will become more significant, as user access rates increase. The energy consumed in 

WDM links is relatively small. There is little evidence that optical burst switching or optical packet 

switching will significantly reduce the cost or energy consumption in future high capacity networks. 

In this respect, Tucker’s conclusions are confirmed by the trends shown in Figure 16, which 

reports that capacities and power consumptions of high-end routers grow in an exponential way, by 

a factor of 2.5 and 1.65 every 18 months respectively, on a per rack basis. In more detail, the data in 

Figure 16 has been obtained by [27] and completed with the datasheets of recent commercial top 

routers (e.g., Cisco CRS-1 [22], Juniper T1600 [23], Huawei Quidway 5000E [24], Brocade 

NetIron XMR 160000 and 320000 [25], etc.). 
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Figure 16: Evolution of capacities and energy requirements of high-end routers from 1985 to 2010. The 

estimation is on a per-rack basis [22] [23] [24] [25]. 

To support new generation network infrastructures and related services for a rapidly growing 

customer population, Telco’s and ISPs need an ever-larger number of devices, with sophisticated 

architectures able to perform increasingly complex operations in a scalable way.  

As just noted, high-end IP routers are even more based on complex multi-rack architectures, 

which provide more and more network functionalities and continue to increase their capacities with 

a factor of 2.5 every 18 months [1]. At the same time, as shown in Figure 17 and as suggested by 

Dennard’s scaling law [2], silicon technologies (e.g., CMOS) improve their energy efficiency with 

a lower rate with respect to routers’ capacities and traffic volumes, by increasing with a factor of 

1.65 every 18 months. 

 

Figure 17: Evolution from 1993 to 2010 of high-end IP routers’ capacity (per rack) vs. traffic volumes (Moore’s 

law) and energy efficiency in silicon technologies [1]. 
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3.4 Next generation networks technologies 

This subsection regards a short description of emerging technologies that will dominate in next 

generation networks and are able to enhance the energy efficiency of these networks. These 

technologies include the transition of the core networks of ISPs and telecom operators to optical 

backbone networks, the incorporation of autonomic characteristics, and the design of self-* 

functionalities for optimization purposes from the energy consumption perspective and the trend 

towards the establishment of a new way of communication in the future networks based on the 

content generated or requested from a user. 

3.4.1 Optical backbone networks 

Contemporary backbone data networks are mainly using distributed IP routing so as to move 

packets from source to destination. Moreover, the transport network is typically used for providing 

static point-to-point high capacity connectivity among IP routers. This approach has been in place 

for many years and its main advantage is that it draws a concrete line among the IP and transport 

worlds, which are typically managed and configured by different Service Provider teams. From the 

energy consumption point of view, this backbone architecture is far from being optimal since it is 

heavily based on power hungry routers. Furthermore, as the Internet continues to grow, it requires 

network elements with larger capacity, higher transmission rate and faster processing speed.  

With the exponential traffic increase in IP traffic, remaining at lower layers when possible is 

advantageous for operators wanting to keep their energy bills under control. As a result, the most 

eco-efficient architecture is a multilayer one that can automatically direct traffic to the lowest level 

of switching required according to bandwidth, network availability and service requirements 

(Figure 18). A network design approach that is currently promoted, especially by transport 

equipment vendors, in order to address contemporary backbone data networks power consumption 

inefficiency, is called “router by-pass” or “router off-load”. The main idea of this approach is that 

transport equipment’s intelligence is enhanced so as to be able to dynamically establish high 

capacity circuits minimizing the number of intervening IP routers.  

 

Figure 18: Power consumption through the transport and switching layers. 

Towards this direction, optical backbone networks constitute the best candidate since they can 

exploit the enormous bandwidth that may be provided by fibre optical technologies (order of Tbps) 
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and the flexibility for establishment of end-to-end optical circuits among various nodes in the 

network. Wavelength-division multiplexing (WDM) is a technology that is being used for 

multiplexing a number of optical carrier signals onto a single optical fibre by using different 

wavelengths (colours) of laser light. This technique enables bidirectional communications over one 

strand of fibre, as well as multiplication of capacity. Thus, the creation of optical paths within 

optical backbone networks has been utilized for the dynamic establishment of high capacity circuits 

with reduced energy demands (Figure 19) [58] [59] [64].  

 

Figure 19: Electrical router cut-thorough and optical fast circuit switching [58].  

Optical Transport Networks (OTN) also provide efficient sub-wavelength bandwidth 

management capabilities. Multiple transport options are available for individual management of 

traffic relations generated in the IP routing layer, which are typically fractions of 10G, 40G or 

future 100G DWDM line rates and need individual forwarding, operations, monitoring and SLA 

(Service Level Agreement) assurance according to their service mixes and destinations. OTN’s 

features provide a transport foundation for IP traffic relations on which router ports and even sub-

ports can be mapped to the most optimal transport entity: a wavelength (optical channel), a fixed-

rate virtual container (optical data unit, ODU) or a variable-rate virtual container (ODUflex). 

By augmenting such architectures with GMPLS technology that enables control plane integration, 

operators can automate the selection of the most power-efficient layer. While GMPLS today is used 

only at the electrical level, Alcatel-Lucent extends it to the photonic layer, leveraging its resilience 

features and capacity for resource optimization. This directly contributes to lower power 

consumption. 

Regarding the network control plane, it may also be utilized efficiently for reducing energy 

consumption. An ASON/GMPLS (automatic switched optical network/generalized multi-protocol 

label switching) optical control plane simplifies network operations with the goal of creating a ‘self-

running’ network in which ‘the network is the database’. With ASON/GMPLS, the network has the 

intelligence to choose the most power-efficient layer for transport. Furthermore, with GMPLS 

provisioning and restoration capabilities at the photonic level, operators can improve their SLA 

performance and the quality of their wavelength services. GMPLS control plane intelligence 

enables dynamic service provisioning and improves bandwidth monetization through better 

utilization of network resources. In essence, GMPLS provides the operator with a photonic network 
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that possesses the flexibility, automated operations and resilience typical of digital based networks 

— along with the ability to forward traffic at the lowest cost per bit without significant limitations. 

By enabling resilient, automated and power-efficient networks, GMPLS brings a number of 

CAPEX and OPEX advantages in addition to eco-benefits. Specifically, it provides for: 

 Lower power consumption due to greater cross-layer intelligence for resource 

optimization. 

 Delegation of several OSS processes to the control plane for automation including 

discovery processes for network topology, resources and services, end-to-end connection 

routing for optimal resource utilization, flow-through service provisioning, and mesh 

restoration. 

 An intelligent restoration mechanism that boosts network reliability and allows network 

failures and fibre cuts to be accumulated and fixed in batches, instead of one at a time as 

happens today. This allowance for planned network maintenance activities helps reducing 

the cost of on-site maintenance as well as travel-related CO2 emissions. 

 Fewer site visits for provisioning. 

 A smaller footprint due to the use of fewer network elements. 

A variety of new component technologies is also designed that may be integrated into optical 

platforms and combine multiple protocols into each individual device. Specific component 

technologies include lower power cooling fan units, power-efficient DC/DC converters and chips, 

lower power optical components and dynamic power and thermal management technologies. 

Innovative photonic OAM features (e.g. Zero-Touch Photonics) are also introduced. The Zero 

Touch Photonics (ZTP) is a new concept proposed by Alcatel-Lucent. It consists of OAM features 

for complete networking capabilities at the photonic layer without requiring on-site intervention. 

The chief characteristics of ZTP include photonic switching (T-ROADM and ROADM 

architectures: colourless, directionless, multi-degree), photonic OAM with fault localization and 

performance monitoring, photonic design tools for end-to-end life cycle management, photonic 

restoration via GMPLS and adaptable optical transport. 

3.4.2 Next generation technologies in the access part 

Access networks are typically used for connecting end users to the Internet gateway. An access 

network can be a fixed line network, in case a carrier cable reaches the end user, or a wireless 

network.  

The most popular fixed access technology is the copper wire based Digital Subscriber Line (DSL) 

along with its variants Asymmetric DSL (ADSL) and Very-high-bitrate DSL (VDSL). ADSL 

manages to achieve up to 24Mbps downstream speeds and 1Mbps upstream speeds over a range of 

5.5 km. VDSL achieves increased capacity, by utilising a wider part of the spectrum reaching up to 

52 Mbps downstream and up to 16 Mbps upstream, but over shorter distances -around 300 m. 

Another fixed access technology that is constantly increasing worldwide commercial penetration is 

Passive Optical Networks (PONs); it is based on fibre optic technologies and passive optical 

couplers/splitters so as to reduce the overall length of the deployed fibre and keep the overall 

network cost low. As a result, a section of the deployed access fibre network is shared among the 

PON users. The PON basic idea is illustrated in Figure 20. 
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Figure 20: PON operation principle. 

PON rates can scale up to 10Gbps and can be shared among the PON users over a range of 10-

20km. Typically, up to 64 users can co-exist on a PON. The most deployed PON technological 

alternatives are GPON and EPON. PON technology can be combined with DSL, acting as the DSL 

backhaul; in this case the optical network does not reach the end user premises, but either the local 

cabinet (Fibre To The Cabinet – FTTC) or the local building (Fibre To The Building – FTTB). This 

is illustrated in Figure 21 and refers to Telecom Italia’s FTTx penetration plans as presented in [1]. 

 

Figure 21: Access network topology evolution in Telecom Italia [1]. 
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Figure 22: Access technologies power consumption [100]. 

Key technologies for wireless access networks include Worldwide Interoperability for 

Microwave Access (WiMAX), High Speed Packet Access (HSPA) and Long Term Evolution 

(LTE). WiMAX is based on the IEEE 802.16 standard and can support rates up to 70Mbps to 

mobile users. HSPA is the successor of UMTS and can support peak rates up to 14 Mbps in the 

downlink and 5 Mbps in the uplink. LTE, which is considered to be the fourth generation radio 

technology, can theoretically achieve up to 326 Mbps rates in the downlink and 86 Mbps in the 

uplink.  
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Figure 22 illustrates power consumption values for fixed and wireless access technologies as 

presented in [100]; they include the overhead power that needs to be consumed in order to 

guarantee proper equipment operation (e.g. cooling). The authors assumed that the overhead power 

is the same as the one needed for network equipment to operate. Moreover, in terms of power 

consumption at wireless access networks, the majority of power is consumed at the base station and 

is highly depended on the local mobile users’ density. Figure 22 presents base station consumptions 

assuming operation at an urban-suburban area with user density 100-300 users/km
2
. Note that the 

order of power consumption among wireless technologies can change if the assumption for user 

densities is modified. 

3.4.3 Content centric networks 

Content-centric networking (CCN) is an alternative and innovative approach to the architecture of 

computer networks. In CCN, the principal paradigm is not end-to-end communication between 

hosts as it is in the current Internet architecture. Its founding principle is that a communication 

network should allow a user focusing on the data he or she needs, rather than having to reference a 

specific, physical location where that data is to be retrieved from. This stems from the fact that the 

vast majority of current Internet usage (a "high 90% level of traffic") consists of data being 

disseminated from a source to a number of users.  

CCN replaces host-to-host conversations with named data oriented communications by 

introducing content routers into the network. While the basic operation of a content router is very 

similar to that of an IP router, the key departure is that it supports name-based routing and caching 

for content retrieval throughout the network. This way, content-centric networking obviates the 

need of deploying pre-planned, application specific mechanisms such as Content Delivery 

Networks (CDNs) and P2P networks, which require sophisticated network services for mapping 

named content to hosts. Furthermore, this approach can reduce transit traffic in the backbone 

network links since the establishment of host-to-host communication for dissemination of content is 

not necessary. Thus, the performance of content centric networks in terms of energy efficiency as 

well as its impact in network based QoS parameters has to be further studied and elaborated. 

CCN uses user-friendly, hierarchical names like URL. The basic operation of a CCN router is 

very similar to an IP router. An interest (or request) packet arrives at an interface, and then a look-

up is done on its name to make a forwarding decision (request from node H to node A in Figure 

23). Since CCN routers support caching within the network, any intermediate CCN routers on paths 

that have the requested chunk can answer the request (e.g. nodes B and D in Figure 23). In case of a 

new request (request from node I to node A in Figure 23) the content can be provided by 

intermediate routers (node D in Figure 23). 

In [65], it is shown that a change in network architecture from host-oriented to content-centric 

networking (CCN) can open up new possibilities for energy-efficient content dissemination. 

However, CCN’s mechanisms need to be efficiently implemented to keep the energy consumption 

for content processing as low as possible, while a sufficient number of content routers must be 

deployed throughout the network to reap the benefit of content caching. The results confirm that 

CCN is more energy efficient than conventional CDNs and P2P networks, even under incremental 

deployment of CCN-enabled routers. 
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Figure 23: Routing in content centric networks [65]. 

3.4.4 Autonomic networking and Cloud computing 

Autonomic networking is able to offer a basic platform to achieve greener Internet services, since 

it looks for better resource management and utilization according to the status of the system. In 

autonomic networks, network components may interact with each other in order to find optimal 

ways of collaboration from the energy perspective. Through the design of self-* functionalities 

(self-optimisation, self-healing, self-awareness), the network nodes may collaborate, exchange 

information regarding their status and take distributed decisions. These decisions can be based on 

the achievement of a, local or network level, business or technical goal (e.g. in the case of green 

networks the achievement can be the reduction of total energy consumption without significant 

implications to the network performance). At the local level, each node is able to monitor its status 

and interfaces and self-optimise its functionality. At the network level, nodes have to collaborate 

and act as parts of a global team aiming at total energy consumption reduction.  

In addition to autonomic networking concepts, cloud computing is also considered nowadays as a 

key component of next generation networks. Cloud computing is a model for enabling convenient, 

on-demand network access to a shared pool of configurable computing resources (e.g., networks, 

servers, storage, applications, and services) that can be rapidly provisioned and released with 

minimal management effort or service provider interaction [65]. Cloud computing contributes to 

reduction of energy consumption for processing and storing data, since part of computing and 

storage resources may be highly utilized while the remaining part can be in sleeping status. 

Techniques like sleep scheduling and virtualization of computing resources improve the energy 

efficiency of cloud computing. However, even with large savings in energy consumption that may 

be achieved through the realization of storage and processing in data centres, energy consumption 

in the transport and switching part of the network may be increased in parallel, due to the increase 

in the transferred amount of end-to-end traffic [67].  

Taking these considerations into account, it is claimed in [67] that cloud computing may be 

proven energy efficient for the provision of specific services. It is shown that cloud computing can 

enable more energy-efficient use of computing power, especially when the users’ predominant 

computing tasks are of low intensity or infrequent. However, under some circumstances, cloud 
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computing can consume more energy than conventional computing where users perform all 

computing on their own PCs. Thus, even with energy-saving techniques such as server 

virtualization and advanced cooling systems, cloud computing cannot be considered always as the 

greenest computing technology. A summary of conditions under which energy consumption is 

significant in transport, storage, and processing for the provision of public and private cloud 

services is provided in Figure 24. 

 

Figure 24: Conditions under which energy consumption is significant [67]. 

3.5 Energy-aware design space 

The problem of improving a network’s energy efficiency requires the synergy of several 

technologies under the consideration of energy consumption as the primary objective. A 

comprehensive treatment of this multidimensional problem is necessary in order to be able to 

provide a solution that offers considerable saving [69]. 

The most crucial energy-related improvements in network equipment design mainly refer to the 

data-plane of network equipment since this usually includes the most energy starving hardware 

elements. Energy-aware design of the network device data plane functions is clearly one of the 

most important areas of the energy aware design space. On a second level, exploiting the 

equipment’s novel green capabilities/functions, as well as the overprovisioned design of network 

infrastructures to develop local and network wide control strategies in order to minimize overall 

energy consumption while meeting the operational needs, forms another important design area 

termed as Energy-aware strategies design at the control plane. The development of control 

strategies should be clearly facilitated by an abstraction of the green capabilities/functions of 

heterogeneous equipment exposed through an interface referred as the Green abstraction layer.  

In the following, the two areas of energy-aware design recognized as the most crucial, energy-

aware design of the network device data plane functions and energy-aware strategies design at the 

control plane, are further explained. 

3.5.1 Energy-aware design of the network device data plane functions 

According to [70], at the highest level, energy-related improvements in network equipment 

design can be classified as organic and engineered. Organic efficiency improvements are 

commensurate with Dennard’s scaling law; every new generation of network silicon packs more 

performance in a smaller energy budget. Engineered improvements refer to active energy 

management including -but not limited to- idle state logic, gate count optimization, memory access 

algorithms, I/O buffer reduction, and so forth. 
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Figure 25: Taxonomy of undertaken engineered approaches for the energy efficiency of the Future Internet 

devices. 

In this framework, the largest part of undertaken approaches regarding engineered improvements 

is funded on few base concepts, which have been generally inspired by energy-saving mechanisms 

and power management criteria that are already partially available in computing systems. These 

base concepts for energy efficiency in wire-line networks can be classified as shown in Figure 25 

into Re-engineering, Dynamic adaptation and Sleeping/standby approaches. 

Re-engineering approaches aim at introducing and designing more energy-efficient elements for 

network device architectures, at suitably dimensioning and optimizing the internal organization of 

devices, as well as at reducing their intrinsic complexity levels. 

The dynamic adaptation of network/device resources is designed to modulate capacities of packet 

processing engines and of network interfaces, to meet actual traffic loads and requirements. This 

can be performed by using two power-aware capabilities, namely, performance scaling (dynamic 

voltage and frequency scaling) and idle logic, which both allow the dynamic trade-off between 

packet service performance and power consumption. 

Finally, Sleeping/standby approaches are used to smartly and selectively drive unused 

network/device portions to low standby modes, and to wake them up only if necessary. However, 

since today’s networks and related services and applications are designed to be continuously and 

always available, standby modes have to be explicitly supported with special proxying techniques 

able to maintain the “network presence” of sleeping nodes/components and to guarantee a short 

“wake-up” time. 

These approaches are not exclusive among themselves, and it is considered that research efforts 

will be needed in all such directions in order to effectively develop new-generation green devices. 

3.5.2 Energy-aware strategies design at the control plane 

Currently, network design is based on deploying and maintaining densely interconnected 

infrastructures built for reliability and high performance. Typically, high-end routers are used in the 

core, lower-end distribution routers around the core and even lower-end access routers and switches 

at the periphery. Understanding the power demands of current networking equipment under 
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different configurations and traffic loads provides the opportunity of replacing power-hungry 

systems with lower power systems that still provide required reliability and performance. 

Towards this direction, virtualization technology [79] is considered as a powerful tool. 

Virtualization refers to the division of a hardware platform into several isolated virtual 

environments. The virtualization capabilities of the network equipment [93] such as routers and 

switches are the basis for developing network consolidation strategies achieving this way more 

efficient utilization of resources while permitting operating less energy consuming physical 

equipment. 

Designing control strategies from the energy perspective is the final step towards improving a 

network’s energy efficiency, since the illustrated network and the power-aware capabilities of the 

network components are taken into account to devise mechanisms for achieving energy savings. 

Energy aware traffic engineering approaches [68], as an extension of traditional traffic engineering, 

fall into this category, since they are targeted to effectively serve traffic while reducing the 

network’s overall energy footprint. The characteristics of the network and the traffic profiles as well 

as the abilities of the equipment to change operation state are exploited towards this direction. An 

indicative example of an energy aware traffic engineering approach is to exploit the dense 

interconnection of an infrastructure to route traffic over energy efficient paths while putting unused 

network equipment to sleep. Furthermore, resource allocation strategies [90] and the algorithmic 

efficiency of the developed protocols [99] directly affect energy consumption and provide the 

potential for further energy saving. 

3.6 Standardization bodies 

In this section, a short description is provided for some of the existing standardization efforts on 

energy efficient networks. Focus is mainly given on fixed access and core networks. 

The European Union already published a number of Codes of Conduct covering different 

categories of equipment, including broadband equipment, data centres, power supplies, UPS. The 

Code of Conduct on Energy Consumption of Broadband Equipment has been defined by the EU, 

which sets targets in reducing energy consumption in the access network [108]. This Code of 

Conduct sets out the basic principles to be followed by all parties involved in broadband equipment, 

operating in the European Community, in respect of energy efficient equipment. The EU Code of 

Conduct on Data Centre Energy Efficiency has been also specified in response to increasing energy 

consumption in data centres and the need to reduce the related environmental, economic and energy 

supply security impacts [109]. The aim is to inform and stimulate data centre operators and owners 

to reduce energy consumption in a cost-effective manner by improving understanding of energy 

demand and recommending best practices. 

IEEE has also ratified the Energy Efficient Ethernet (EEE) standard in October 2010, also known 

as IEEE 802.3az, which is a set of enhancements to the twisted-pair and backplane Ethernet 

networking standards that will allow for more than 50% less power consumption during periods of 

low data activity, while retaining full compatibility with existing equipment. The standard is 

finalized; however its full impact won’t be realized for a few years, since new hardware is required 

to benefit from EEE.  

ENERGY STAR is a joint program of the U.S. Environmental Protection Agency and the U.S. 

Department of Energy that has defined the ENERGY STAR Product Specifications. One of the 

main goals of the ENERGY STAR program is to develop performance-based specifications that 

determine the most efficient products in a particular category (i.e. datacentre storage and small 

network equipment). ENERGY STAR identifies products where large gains in energy efficiency 
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and pollution reduction can be cost-effectively realized and can play an influential role to expand 

the market for these products. 

IETF has recently established the Energy Management (EMAN) Working Group. The EMAN 

WG will investigate existing standards such as those from the IEC, ANSI, DMTF and others, and 

reuse existing work as much as possible. The EMAN WG will work on the management of energy-

aware devices, covered by the following items: 

 Specifying energy management properties that will allow networks and devices to become 

energy aware. 

 Describing extensions to the current management framework, required for energy 

management. Focus will be put on energy management for IP-based network equipment 

and the issues of discovery and identification of remote devices. 

 Developing a MIB module for monitoring energy-aware networks and devices.  

 Defining managed objects for monitoring of power states and energy 

consumption/production.  

 Defining managed objects for battery monitoring, capable of reporting detailed battery 

state properties and statistics. 

 Developing an applicability statement, describing the variety of applications that can use 

the energy framework and associated MIB modules. 

Different interesting issues are under consideration by the Environmental Engineering Technical 

Body in ETSI: The ETSI EN 300 019 series addresses different topics dealing with environmental 

conditions and environmental tests. The ETSI EN 300 119-3 is dealing with engineering 

requirements for cabinets; the ETSI EN 132-3 is exploring novel techniques for power supply 

interfaces at the input to telecommunications equipment. Other interesting activities in ETSI regard 

the following topics: ETSI TR 102 489 is related to thermal management of cabinets and discusses 

how to increase the efficiency of the cooling system in data centres and telecommunication centres; 

ETSI TR 102 530 covers various methods of increasing the efficiency of Telco systems by 

controlling/reducing the energy consumption in the TLC network equipment and its related 

infrastructure. ETSI TR 102 532 is devoted to the feasible usage of alternative energy sources in 

telecommunication installations; ETSI TR 102 533 defines the power consumption limits, the 

methodology and the test conditions to measure the power consumption of broadband fixed 

telecommunication networks equipment. ETSI TR 102 614 is discussing aspects related to reverse 

powering in fixed access networks. In addition to the previous activities, ETSI ATTM also 

launched at the end of 2008 a Special Task Force on Efficient Broadband [110], with the objective 

of producing a number of specifications for the energy efficiency of all segments of the networks 

(e.g., access networks’ equipment, data centres, home gateways and network terminations, etc.). 

The Home Gateway Initiative (HGI) launched an internal task force called ”Energy Saving” [111] 

with the objective of setting up requirements and specifications for energy efficiency in the home 

gateways, starting from a reference architecture depicted in the HGI home gateway residential 

Profile v1.0. The analysis could also be extended to the Network Termination (NT) used in case of 

the ”2box” solution (NT + service router, possible scenario mainly for FTTH) and to other home 

network infrastructure devices, and it is well linked with the EU Code of Conduct discussions. 

Within ITU, ITU-T Study Group 15 (Optical transport networks and access network 

infrastructures) is the home of the digital subscriber line (DSL) standards that provide the 

broadband Internet connections for over 600 million households around the world. SG15 standards 

(ITU-T Recommendations) relating to passive optical networks (PONs) are a crucial step towards 
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all-optical networks, while defining how significant savings may be achieved. Furthermore, ADSL2 

and ADSL2+ (ITU-T Recommendations G.992.3 [112] and G.992.5 [113]) already support multiple 

link rates and power states [114].  

In addition to these initiatives, ITU-T created in September 2008 a new Focus Group, namely, FG 

ICT & Climate Change, with the objective of analysing the positive impacts of ICT on other 

industry sectors and evaluating actions for optimising the power consumption in the ICT world, as 

well. Four deliverables have been finalized by March 2009: “Definitions”, “Gap Analysis”, 

“Methodologies” and “Direct and indirect impact of ITU Standards”. The Focus Group has 

recognized a number of potential gaps in standards which were acknowledged in the various 

contributions and recapped in the four Deliverables. Therefore, it has identified a number of 

activities, which – if followed through as a team effort across the ITU and strongly supported and 

coordinated by ITU management - could lead to greenhouse gas emission savings in line with 

existing or emerging targets and timescales. 

Finally, ATIS NIPP Specifications on Energy Efficiency define transport products and systems as 

well as a methodology to calculate the Telecommunication Energy Efficiency Ratio (TEER) of a 

transport system or network configuration.  

3.7 Summary 

Section 3 has provided an overview of the existing Internet and the foreseeable evolutions in 

terms of technologies and traffic characteristics. Based on existing reports, it has been shown that 

Internet topology is changing from a hierarchical structure to a flatter and more meshed one. This 

change is followed by the increase in video traffic and the emergence of content distribution 

networks, as well as by the rise of regional transit ISPs. Traffic volume exchange in the Internet is 

rapidly increasing, dominated by the Internet video traffic. Predictions report that IP traffic will 

grow at a compound annual rate of 32 per cent from 2010 to 2015, while the sum of all forms of 

video will continue to be approximately 90 per cent of global consumer traffic by 2015. 

The increase in the traffic volumes is followed by a corresponding increase in the energy 

consumption of Telcos and ISPs. Due to this trend, ‘Going green’ is now a necessity for telecom 

operators in order to reduce energy expenses, conform to restrictions on carbon footprints and 

emphasize on their corporate responsibility. This necessity is also confirmed by the Global e-

Sustainability Initiative reports that estimate the carbon footprint of networks and related 

infrastructures at about 320 Mtons of CO2 emissions in 2020. As far as wired networks are 

concerned, both telcos’ devices and broadband access equipment will cause ever growing and non-

negligible contributions, equal to 22% and to 15%, respectively. Furthermore, capacities of high-

end routers grow in exponentially, by a factor of 2.5 every 18 months, while at the same time 

silicon technologies improve their energy efficiency with a factor of 1.65 every 18 months. 

Taking into account the increasing demand for energy efficiency, several next generation 

technologies that can be proved energy efficient have been described. Optical backbone networks 

can exploit the enormous bandwidth that may be provided by fibre optical technologies and the 

flexibility for establishment of end-to-end optical circuits among various nodes in the network with 

reduced energy demands. Content-centric networking is an alternative and innovative approach to 

the architecture of computer networks that can reduce transit traffic in the backbone network links 

and finally lead to improved energy efficiency. Autonomic networking is able to offer a basic 

platform to achieve greener Internet services, since it looks for better resource management and 

utilization according to the status of the system, while Cloud computing can contribute to the 

reduction of energy consumption for processing and storing data, since part of computing and 
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storage resources may be highly utilized while the remaining part can be in sleeping status. 

Furthermore, next generation technologies in the access part have been also presented with a 

categorization according to the supported access bit rate and the corresponding power consumption. 

Then, the energy aware design space has been introduced for the device data plane, as well as the 

control plane. The device data plane refers to re-engineering, dynamic adaptation and 

sleeping/standby approaches, while the control plane includes energy aware traffic engineering 

mechanisms, virtualization techniques and efficient resource allocations approaches. Finally, the 

most important standardization bodies and groups in the field of green networking and green ICT 

have been shortly presented. 

4 Energy efficiency requirements for next generation 
networks and devices 

In this section, information is provided regarding energy consumption in today’s networks and 

devices. Requirements for energy efficiency support are described, as well as target energy saving 

for each element of next generation networks devices upon the application of energy-aware 

technologies. Furthermore, three reference network scenarios are presented in detail, focusing on 

energy consumption on current networks. Energy consumption is measured per network part and 

the effects of traffic volumes variation (diurnal patterns, traffic volumes per network segment, 

average loads) on real time energy consumption are examined. The reference scenarios refer to a 

telecom operator in Italy and two ISP providers in Greece and Poland. In each case, future energy 

aware technologies that may be used in order to minimize energy consumption are identified. 

4.1 Energy consumption in today’s network devices 

In order to face the energy efficiency issue in today’s and tomorrow’s wire-line networks, we 

have to firstly understand and accurately characterize the real sources of power wastes. As outlined 

in this section, network devices working in the different network portions play a central role, since 

the overall energy consumption in networks arises from their operational power requirements and 

their density. 

High-end IP routers based on multi-chassis platforms can be certainly considered as the network 

node typology with the highest complexity level. Traffic processing engines have generally to 

support complex forwarding and lookup functionalities, and internal HW elements are generally 

dimensioned for processing enormous traffic volumes. So, green technologies will have to mainly 

address the energy-efficiency in packet processing engines in order to effectively reduce the carbon 

footprint of such kind of devices. 

On the other hand, Digital Subscriber Line Access Multiplexers (DSLAMs) generally include less 

and simpler packet processing functionalities with respect to routers, but also present a much larger 

number of network interfaces. The current energy requirements of today’s DSLAMs mainly spring 

from link interfaces. Therefore, future green technologies and solutions for access networks will 

have especially to focus on energy-efficiency at the link/network interface level. 

Evaluating the current status of power consumption for the access devices working at the 

different network levels can help to provide a true characterization of the energy needs for the 

current architectures and then estimate the future needs taking into account the technology 

evolutions and the implementation of mechanisms for better efficiency. To this purpose, the 

following subsection will try to characterize the energy-efficiency and requirements of devices 
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working at the access, home, metro/transport and core networks, respectively. Data are related to 

products already on field or prototypes tested in the Labs and are referred in general to equipment 

not designed with specific attention to energy efficiency issues, but widely deployed. In some cases, 

products manufactured following specific energy-related requirements are considered. 

4.1.1 Access networks 

The access network equipment taken into account in this chapter deals with the Fixed Broadband 

network. In particular, such equipment includes: 

 MSAN (Multi Service Access Node), which can be installed in central offices as well as 

in FTTCab architectures. Such devices have typically 14-20 slots which can host different 

types of line cards (ADSL/ADSL2+, VDSL2, POTS, ISDN, SHDSL, GPON, GbE), 

resulting to a total number of 600-1200 BB ports. 

 OLT (Optical Line Termination), which are typically installed in COs (Central Offices) 

for FTTH (Fibre To The Home) deployments. Such equipment can support both GPON 

and PtP architectures. 

The power consumption for 11 different configurations of the above equipment is reported in the 

Figure 29 - Figure 39. Such power consumption is defined as: 

PBBline = PBBeq / Nsubscrib-lines    where: 

 PBBeq is the power consumption (in W) of the fully equipped Broadband equipment 

(DSLAM, OLT), measured at the electric power input interface, placed at the premises of 

the operator or the equipment supplier, which connects multiple broadband subscribers to 

a backbone. 

 PBBline is the power consumption per line in W of the Broadband equipment. 

 Nsuscrib-lines is the maximum number of subscriber lines served by the broadband equipment 

(DSLAM, OLT) under test. 

The power consumption measured in all the 11 configurations refers to full power mode. 

Moreover, the following items have been considered part of the DSLAM/OLT and therefore their 

power consumption has been taken into account to get the total power consumption (PBBeq) of the 

equipment: 

 Network Termination board, providing one or more links to the Core or Backhaul 

Network. 

 Line Termination board, providing a number of xDSL/POTS/GPON ports connected to 

the end-user through the local loop. 

 Splitter (Low Pass Filter) function. 

 Backplane (or other) to interconnect the different blocks of the DSLAM/OLT. 

 Inside Rack Cooling system (e.g. fans drawer inside cabinet based DSLAM/OLT 

systems). 

 Normal operational power supply unit. 

The following items have not been considered part of the equipment and therefore their power 

consumption has not been added to the power consumption values: 

 Rectifier (AC/DC). 

 Room or outdoor Cabinet Ventilation and Air Conditioning Unit (VAC Unit). 

 Auxiliary power unit. 
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 Battery. 

 Additional External signal processing (Dynamic Spectrum Management (DSM) and 

Multiple-Input Multiple Output (MIMO) techniques if not implemented as part of the 

Line Termination board). 

The power consumption measurements for DSLAM equipment described in the present document 

apply at Interface "A" as shown in Figure 26. 
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Figure 26: DSLAM node site reference model. 

The basic test setup for DSLAM which has been used during the power measurements tests is 

reported in Figure 27. Both the network side (optionally through an Ethernet switch) and the end-

user side (direct or also through an Ethernet switch) are connected to an Ethernet Traffic 

Simulator/Analyser. 
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Figure 27: Test Setup for power measurement for DSLAM. 
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Figure 28: Power Consumption at System level. 

In Figure 28, the actual DSLAM power measurement method is shown. The DSLAM comprises 

of the line termination boards, the Network termination boards and some other components like the 

cooling system. The Network termination board has fibre connections to the traffic 

simulator/analyser (as shown in Figure 27) and the line termination boards have twisted pairs 

connected to loop/line simulators. The power of the system is measured at the "A" interface of the 

DSLAM using both a current and voltage meter. The system can be powered either through a 

battery assembly or rectifier set at the nominal voltage (for the actual test, the second has been 

used). 

Even if the most precise and correct way to measure PBBeq is to have the DSLAM fully equipped 

and all its ports connected to CPE through loop or line simulators, it must be recognised that this is 

too complicated and time consuming. Therefore, for the 11 considered configurations, an alternative 

technique has been used that reduces the number of CPE required and requires extrapolation to give 

the correct per line result. In particular, in a first step the power consumption Pempty of the 

equipment, with just common parts (Network Interface Cards) and without any Line Card, has been 

measured. Then, in a second step, one Line Card has been added to the system with all lines 

connected using the Show Time Freeze functionality. The power consumption of the DSLAM with 

the added Line Card (P1 line card) has then been measured once again and the difference (P1 line card - 

Pempty) has been considered as the power consumption (Pline card) of a fully equipped Line Card. 

Finally, the total power consumption has been calculated according to the following formula: 

 PBBline = Pempty + n * Pline card 

where n is the maximum number of Line Cards per DSLAM. A similar process has been followed 

to evaluate the unit power consumption of a fully equipped GPON OLT. In particular, also in this 

case a first step aimed at measuring the Pempty of the equipment has been performed. Then, the Pline 

card has been measured connecting one ONT for each of the 4 or 8 GPON ports of a single Line 

Card. The extrapolated total and unit power consumption for each of the 11 different configurations 

are reported in the following figures.  

All the figures have a similar structure: there is a red line, continuously growing in steps, which 

represents the trend of the total extrapolated power consumption of the equipment (in terms of W - 

the associated values are reported on the left vertical axis of the chart) with respect to the 

progressively increasing number of its active ports (ADSL2+, VDSL2, POTS or GPON). It is 

important to highlight that such red line does not start from 0 W, even if no line towards the final 

customer is active. This is because such equipment has the so called “common parts” (usually a 
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couple of network line cards for redundancy), which contain the uplink ports towards the 

metro/core network, as well as the switching matrix, and are always active (and therefore 

consuming electrical energy, typically 50 W-80 W for each card). Then, the presence of the “steps” 

is strictly related to the modularity of the customer line cards (for example, in case of ADSL2+, the 

typical configuration foresees 48-72 ports for each card). More precisely, the total extrapolated 

power consumption grows linearly as long as each customer line card is progressively filled: once 

that such line card is completely full, it is assumed to add another line card, which itself has a 

certain fixed energy consumption even if all its ports are still not active. In conclusion, the steps are 

due to the “common parts” of the single customer line cards progressively supposed to be added.  

The charts then report an orange line, similar to the red one, which instead represents the trend of 

the total extrapolated power consumption of the equipment (in terms of W) with respect to the 

progressively increasing number of its inactive (non-active) ports. In practice, the steps are due to 

the insertion of a further customer line card within the equipment, but such steps are then flat and 

not linearly increasing, just because it is assumed that no port is active and therefore consuming 

energy for carrying data traffic. The aim of the orange line is then to show the final maximum gap 

in terms of power consumption between a piece of equipment with all its ports actively carrying 

data traffic and the same equipment with all the customer line cards inserted but all the ports not 

activated. As an example, as far as the MSAN in Figure 29 is concerned, the gap between the two 

configurations described is roughly 300 W. For a TLC Operator, such gap represents important 

information because in a real deployment it is of course not realistic to assume that newly installed 

BB equipment will immediately have all its ports connected to active customers: therefore, its 

power consumption will stay between the red line and the orange one. The information brought by 

such lines will then support a better estimation of the trend of the BB network’s total power 

consumption with the increasing number of service subscribers.  

Finally, each following chart reports a blue line, which instead progressively decreases with the 

growing number of active ports. This is because such line represents the unit power consumption 

(in terms of W/port) of the equipment; the associated values are reported on the right vertical axis of 

the chart. For example, concerning Figure 29, initially the unit values are quite high (around 

8W/port): this is of course because the power consumption of the already mentioned common parts 

is divided by a low number of active ports. Then, as long as more customer line card are added, 

more lines are activated and therefore the unit value progressively decreases (the “steps” are always 

due to the small common parts of each single customer line card). With the fully equipped 

configuration, the unit power consumption of the equipment in Figure 29 drops to 1.21 W/port.  

Where available, the figures also indicate in the dashed box the target unit power consumption 

reported in the European Commission BB Code of Conduct (CoC, see paragraph 3.6). For example, 

concerning Figure 29 the MSAN ADSL2+ reference value is 1.35 W/port. This brings us to the 

conclusion that some current equipment has already reached a good level of unit power 

consumption (as in many cases it is lower than the associated CoC target). Anyway, further 

improvements are needed provided that the reported targets do not take into account innovative 

solutions (e.g. low power modes) aimed at reaching better energy efficiency performances. 

In Figure 29, the equipment can host a maximum number of ADSL2+ ports of 384. The figure 

reports the results of a mix of power consumption measurements and extrapolations. In particular, 

the power consumption of the common parts and of one single line card (loop back-to-back) has 

been measured. Then, through the extrapolations, the total power consumption (as well as the unit 

power consumption) of the fully equipped configuration has been estimated. 
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In Figure 30, the equipment can host a maximum number of ADSL2+ ports of 1280 while in 

Figure 31, the equipment can host a maximum number of ADSL2+ ports of 1024. The figures 

report the results of a mix of power consumption measurements and extrapolations, as described for 

the first configuration tested. 

In Figure 32, Figure 33 and Figure 34, the equipment can host a maximum number of POTS ports 

of 384, 1280 and 1024 accordingly. The figures report the results of a mix of power consumption 

measurements and extrapolations, as described for the first configuration tested. 

In Figure 35, the equipment can host a maximum number of SHDSL+ ports of 192 while in 

Figure 36 the equipment can host a maximum number of SHDSL+ ports of 1280. The figures report 

the results of a mix of power consumption measurements and extrapolations as in the previous 

cases. 

In Figure 37, Figure 38 and Figure 39, the equipment can host a maximum number of 128 GPON 

ports. The figures report the results of a mix of power consumption measurements and 

extrapolations as in the previous cases. 

 

Figure 29: Multi-service access node (MSAN) fully equipped with ADSL2+ line cards (Vendor 1). 

 

Figure 30: Multi-service access node (MSAN) fully equipped with ADSL2+ line cards (Vendor 2). 

Power Consumption for MSAN fully equipped with ADSL2+ Line Cards Vendor 1

0

50

100

150

200

250

300

350

400

450

500

1 48 95 142 189 236 283 330 377

Ports

W

0,00

1,00

2,00

3,00

4,00

5,00

6,00

7,00

8,00

W
/p

o
rt

ADSL2+ Vendor 1

ADSL2+ Vendor 1 all inactive

Unit Pow er Consumption ADSL2+ Vendor 1

Fully Equipped Configuration

MSAN ADSL2+ unit Power Consumpion: 1,21W/port

Target CoC 2010: 1,35W/port

Power Consumption for MSAN fully equipped with ADSL2+ Line Cards Vendor 2

0

200

400

600

800

1.000

1.200

1.400

1.600

1 81 161 241 321 401 481 561 641 721 801 881 961 1041 1121 1201

Ports

W

0,00

1,00

2,00

3,00

4,00

5,00

6,00

7,00

8,00

W
/p

o
rt

 ADSL2+ Vendor 2

ADSL2+ Vendor 2 all inactive

Unit Pow er Consumption ADSL2+ Vendor 2

Fully Equipped Configuration

MSAN ADSL2+ unit Power Consumpion: 1,19W/port

Target CoC 2010: 1,31W/port



 

 

40 

 

  FP7-ICT-258454    D2.1 

 

Figure 31: Multi-service access node (MSAN) fully equipped with ADSL2+ line cards (Vendor 3). 

 

Figure 32: Multi-service access node (MSAN) fully equipped with POTS line cards (Vendor 1). 

 

Figure 33: Multi-service access node (MSAN) fully equipped with POTS line cards (Vendor 2). 
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Figure 34: Multi-service access node (MSAN) fully equipped with POTS line cards (Vendor 3). 

 

Figure 35: Multi-service access node (MSAN) fully equipped with SHDSL line cards (Vendor 1). 

 

Figure 36:Multi-service access node (MSAN) fully equipped with SHDSL line cards (Vendor 2). 
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Figure 37: Optical Line Termination fully equipped with GPON line cards (Vendor 4). 

 

Figure 38: Optical Line Termination fully equipped with GPON line cards (Vendor 5). 

 

Figure 39: Optical Line Termination fully equipped with GPON line cards (Vendor 6). 
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Table 3 depicts the main information excluded from the power consumption measurements 

reported in the previous figures. In particular, it contains information regarding the type of the 

analysed equipment, the related vendor, the specific technology, the nominal peak rate per port of 

the specific technology, the power consumption per port in a fully equipped configuration, an 

indicator of the ratio between the nominal peak rate per port and the associated measured power 

consumption (expressed in terms of Mbit/s per Watt) and the unit power consumption target 

reported within the European Commission Code of Conduct on Broadband equipment 2010 [108]. 

Table 3: Comparison of the energy consumption measurements. 

Equipment Vendor Technology 
Peak rate 
per port 

Power 
consumption 

per port 

No of 
users 

Power 
consumption 

per user 

Peak rate x 
users/power 

2
 

[Mbit/s/W] 

CoC 
target 

BB 2010 

MSAN 1 ADSL2+ 20 Mbit/s 
3
 1,21W 1 1,21W 16,53 1,35W 

MSAN 2 ADSL2+ 20 Mbit/s 
3
 1,19W 1 1,19W 16,81 1,31W 

MSAN 3 ADSL2+ 20 Mbit/s 
3
 1,30W 1 1,30W 15,38 1,32W 

MSAN 1 POTS 64 kbit/s 1,97W 1 1,97W 0,032 2,55W 

MSAN 2 POTS 64 kbit/s 1,63W 1 1,63W 0,039 2,51W 

MSAN 3 POTS 64 kbit/s 1,99W 1 1,99W 0,032 2,52W 

MSAN 1 SHDSL 2Mbit/s 
3
 6,43W 1 6,43W 0,311 N.A. 

MSAN 2 SHDSL 2Mbit/s 
3
 1,02W 1 1,02W 1,96 N.A. 

OLT 4 GPON 2,5Gbit/s 10,49W 32 
4
 0,33W 7626 18,28W 

OLT 5 GPON 2,5Gbit/s 10,96W 32 
4
 0,34W 7299 17,06W 

OLT 6 GPON 2,5Gbit/s 17,39W 32 
4
 0,54W 4600 17,06W 

OLT -
5
 Pt-Pt 1Gbit/s  1  416 2,4W 

 

Based on the values reported in Table 3, the following conclusions are extracted: 

 The vast majority of the equipment measured has shown a good compliance with the power 

consumption targets set in the EC Broadband Code of Conduct. This could mean either that 

the current market products have reached a good level of energy efficiency, or that the 

power consumption targets for 2010 were not so challenging. The truth stands probably in 

                                                 

 
2 The indicator “Peak rate x users/power [Mbit/s/W]” has been chosen as the most capable to really represent the real 
efficiency of the networks. Its use of the number of users is based on the assumption that, within the wireline 
transmission systems, the physical multiplexing present in point to multipoint transmission systems (e.g. in passive 
optical network systems) is equivalent to the traffic multiplexing present on all point to point systems where the 
aggregated speed at the uplink interfaces is always much smaller (1/10-1/50) than the aggregated speed of all the 
user interfaces. In this way, such an indicator helps in clearly highlighting that the PON is definitely more efficient than 
the Point to Point (PtP) architecture, since it can provide service to several customers at the same time and without 
any relevant bandwidth difference encountered by the customer themselves. The peak rate and the power within the 
indicator refer to the single port. 
3 The line speeds for the DSL systems (SHDSL, ADSL and VDSL) vary heavily depending on the line length and can be 
typically far lower than the peak declared value. SHDSL systems can show a limited reduction vs line length, while 
A/VDSL mean speed lies at about 1/3 to 1/5 of the peak speed. 
4 Although GPON equipment are point to multipoint systems capable to serve up to 128 users per each interface, a 
mean amount of 32 users per interface has been used to better represent real life scenarios. 
5 Point to point optical interface consumption has been derived from the EC Broadband Code of Conduct. 
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the middle, even if it must be highlighted that the same analysis performed few years ago 

were absolutely not showing such a wide percentage of compliance. This means that 

certainly a good progress has been performed in the field of the energy efficiency of 

broadband equipment. Moreover, the new targets for the period 2011 – 2013 reported in the 

CoC BB V4 will push towards further improvements. 

 There is a huge difference between the energy efficiency of broadband equipment related to 

the same time period but to different technologies. To this end, if we take into account the 

nominal peak rate per port divided by the related power consumption, we find that the 

ADSL2+ technology is ten times more efficient than the SHDSL one. Moreover, at the same 

time the GPON technology is more than one hundred times more efficient than the 

ADSL2+. This of course confirms the absolutely better performances of the optical fiber 

with respect to the traditional copper pair. The table does not report any measurement of the 

VDSL2 technology that can reach speeds of 50-100Mbit/s with a related CoC target of less 

than 2W/port. Such technology is therefore two to three times more energy efficient than 

ADSL2+ and hence slightly closer to the optical fiber performances; nevertheless, it must be 

highlighted that also the GPON technology is evolving, and the already commercially 

available XG-PON1 can guarantee four times the speed at less than double the power. 

Moreover, no need to highlight the remarkable flexibility offered by the GPON architecture, 

which currently allows up to 128 customers to be connected to the same optical GPON port. 

Such splitting ratio will evolve to up to 1:512 with the future NG-PON2 solution. Finally, 

according to the EC BB CoC, optical point to point 1Gbit/sec systems show energy 

consumption per line in the same range as V/ADSL systems and a Peak rate/power ratio 

much higher than the DSL systems, but ten times lower than the GPON systems. 

4.1.2 Network terminations 

Home Gateways (HGs) are the devices that provide network termination functionalities and, thus, 

access to the Internet and its services (Figure 40). Voice-over-IP, standard telephony POTS (Plain 

Old Telephony System), DECT, wireless and Ethernet connectivity, and USB additional 

peripherals, like printers, mass storage devices are required in a HG, that provide multi-standard 

and always available services [101]. This implies the HG should be powered on during the entire 

day, acting like an always on communication device. However, as the data reported in Figure 41, 

for the largest part of the day the HG is in standby mode confirming that access to the HG features 

is not continuous. The off period is usually during the night. The 0 W period consists when the 

power supply is also powered off. Furthermore, Figure 42 shows that the energy consumption 

caused by the power supply is actually the largest part of the overall energy consumption in a home 

gateway. 

 

Figure 40: Home Gateways as the central home communication device. 
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Taking into account the above-mentioned HGs usage characteristics, in this subsection, results of 

measurements in Telecom Italia Labs related to network termination in the form of a home gateway 

or optical NT are provided. Network terminations are considered here as part of the access network, 

but they are in fact on the boundaries between that and the home environment. In fact, the 

equipment considered can implement not only functions related to the network termination as such, 

but also other features allowing the service usage within the home network, from connectivity to 

service layers. 

There are two basic architectural configurations to be considered. The first one is including all the 

connectivity functionalities (towards the WAN and the LAN side) and service support in one box 

only, called as “home gateway” in Figure 43. A second possible configuration implements a “two 

boxes” model and is typically used in next generation networks with fibre connection on the WAN 

side, as it is shown in Figure 44. Both figures describe in more details the scenarios that the 

measurements are referred to. 

 

Figure 41: Average usage time share in 24 h for HGs. 

 

Figure 42: HG power consumption share for non-optimized power system, CPU subsystem and interface 

functions. 
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Figure 43: Case 1: xDSL termination with a single box (Home gateway). 

 

Figure 44: Case 2: GPON termination with a double box (Optical NT + Home gateway). 

For these categories of equipment, defining the operational states subject to measurements is also 

important, as they can enter different modes of operations during the day depending on the number 

and type of service supported. Different power levels are therefore associated to every single state. 

The reference for the definition of states considered here is the European Code of Conduct for 

Broadband Equipment, covering this category of devices. The Version 3 of the CoC used as 

reference for these measurements, is defining two basic states, the “low power” and the “ON/full 

power”, as outlined in Table 4. It should be noted that even if the Code of Conduct mentioned in 

this list of states is Version 3, the new Version 4 has been produced and published in February 

2011, but the impact on the operational states definition is really low, while there is a significant 

update of targets that ECONET will take into account in terms of achievement of challenging 

energy efficiency objectives. 

Table 4: Definition of energy-aware states according to the version 3 of the CoC. 

Low Power States 

Port/component Low-Power State 

Central Functions (processor and 
memory: routing, firewall, OAM (e.g. TR-
069), user interface) 

Not processing user traffic 

WAN interface Idle (link established, but no user traffic transmission) 

LAN Ethernet ports 
Ports not connected (or no Ethernet link) but with Ethernet link 
detection active 

Wi-Fi Beacon on, but no user traffic transmitted 

Alternative LAN technologies (HPNA, 
MoCA, Powerline, POF, etc.) 

MoCA, Powerline, HPNA or POF capability is activated, but no 
user traffic transmitted 

FXS 
1 phone connected, on hook. Off hook detection active. If there 
are multiple FXS ports, only one is connected 

FXO No active call, incoming call detection enabled 

DECT interface No active call, incoming call detection enabled 

DECT charging station for DECT handset DECT handset on cradle, in trickle charge 

USB No devices connected, detection of USB devices active 

  



 

 

47 

 

  FP7-ICT-258454    D2.1 

Full Power States 

Port/component On State 

Central Functions (processor and 
memory: routing, firewall, OAM (e.g. TR-
069), user interface) 

Processing typical level of user traffic 

WAN interface Active (link established at full line rate and passing user traffic) 

LAN Ethernet ports 
All 4 ports active (link established at max rate and passing user 
traffic), cable length=5m 

Wi-Fi Beacon on, with user traffic 

Alternative LAN technologies (HPNA, 
MoCA, Powerline, POF, etc.) 

MoCA, Powerline, HPNA or POF capability is activated, with user 
traffic transmitted 

FXS 
1 phone connected, off hook, 1 active call. If there are multiple 
ports only 1 is connected. 

FXO 1 active call 

DECT interface interface 1 active call 

DECT charging station for DECT handset handset not on cradle, no charging 

USB No USB device connected, detection of USB devices active 

 

The available measurements for the network terminations or home gateways have been further 

elaborated in order to evaluate the impact on the typical daily duty cycle of these products, defined 

as follows (as per the contribution, customised for ECONET scenario and context, provided by 

Telecom Italia to ETNO Energy Task Force in the document “Green Benchmark requirements” 

published in 2009 - http://www.etno.be/LinkClick.aspx?fileticket=czK6zj6x8yg%3d&tabid=2260) 

 CoCONRCoCLOWPOWEtotal EEE *4*20 
 

This parameter gives the possibility of evaluating the average consumption for the single day and 

then for the single year, for a given product. In the following, the summary of the measurements 

related to home gateways in the one-box scenario is presented. Commercial products have been 

tested in their basic configuration: ADSL2+ interface, ETH switch, Wi-Fi g or n, USB. In addition, 

with reference to the two-boxes scenarios, a number of optical network terminations have been 

tested, in different configuration as listed in Table 6. 

In summary, the two tables constitute the characterization of the network part dealing with the 

interface between the home environment, where services are actually used, and the access network 

equipment. In both cases (home gateways and network terminations) a mix of old designs and new 

energy efficient solutions is present, but the current situation on field (Jan. 2011) is well reflected 

by the average of the listed values, as the replacement of the old solutions is still on-going. 

Additionally, the best-in-class products do not yet represent the maximum efficiency that can be 

achieved, as the implementation of automatic power management mechanisms is still far from a 

huge deployment. 

  

http://www.etno.be/LinkClick.aspx?fileticket=czK6zj6x8yg%3d&tabid=2260
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Table 5: Measurement results for the home gateways in the one-box scenario. 

Product Low Power [W] Full Power [W] Yearly Duty Cycle [kWh] 

Product A 9.1 11.7 83.51 

Product B 5.6 7.7 52.12 

Product C 5 6.9 46.57 

Product D 8.7 10.7 79.13 

Product E 8.9 10.6 80.45 

Product F 10.8 11 94.90 

Product G 9.8 11.4 88.18 

Product H 9.4 11.6 85.56 

Product I 6.2 7.5 56.21 

Product J 5.5 8.7 52.85 

Product K 6.5 9.5 61.32 

Product L 5.3 7.5 49.64 

Product M 7.4 8.8 66.87 

Mean value 7.55 9.51 69.02 

Table 6: measurement results for the home gateways in the two-boxes scenario. 

Product Configuration 
Low Power 

[W] 
Full Power 

[W] 

Vendor 1 GPON interface, GbE switch with 4 ports 5.4 10.4 

Vendor 2 GPON interface, FE switch with 4 ports and 2 FXS ports 5.5 10.1 

Vendor 3 GPON interface, GbE switch with 4 ports and 2 FXS ports 11 15,9 

Vendor 3 – 
Simple 
Configuration 

GPON interface and 1 GbE port 8.1 11.1 

4.1.3 Switching systems  

Switch systems consume much more energy than end nodes. The power consumption of a switch is 

comprised of the following elements: 

 Number of ports - Number of ports has a direct contribution to the power consumption of 

the switch. The power consumption per port is generally fixed and the total consumption has 

linear relation to the number of ports. 

 Speed / width - InfiniBand technology supports several lanes (width) of data per port and 

several speeds per lane. The total bandwidth of each port is (width x speed). The total power 

per ports increases as the speed and the number of lanes increases but not in a linear way. 

 Chassis size - Chassis size is derived from the number of ports the switch supports. As the 

chassis enlarges, the cooling system needs to be more massive and as such it consumes more 

power. The chassis power supply utilization can also be considered as a power consumer. 

 Active / Passive Cables - The type of cable has a direct influence on the power 

consumption of the switch (see section 4.1.5 for more details). 



 

 

49 

 

  FP7-ICT-258454    D2.1 

 Managed / Un-managed - Switch systems can come with an additional management 

module that provides chassis and network management capabilities. A management module 

generally consists of a CPU and memory components that add to the total power 

consumption of the switch. Some switches have a redundant management node to provide 

high availability capabilities. 

To understand the different elements of power consumption in a switch system we can examine 

the power calculation of the Mellanox IS5600 648-port InfiniBand Chassis switch (Figure 45) and 

the Alcatel-Lucent 1850 TSS-160 that is a next-generation, Packet-Optical Transport platform that 

supports any mix of traffic, from all-circuit to all-packet (Figure 47). 

An IS5600 system can support up to 648 external ports; each group of 18 ports has its own node 

called a leaf. Additionally, it includes 2 management nodes and 8 fan units. The system provides 

full inter connectivity using spine units. Total max power consumption of a switch is calculated as 

follows: 1320.23W (base power consumption of the chassis including full power supplies) + (82W 

* # of spines) + (20W * # of management modules) + (120W * # of fans) + (82W * # of leafs for 

passive cables) or (121.45W * # of leafs for active cables).  

Figure 46 below summarizes the maximum power consumption of different Mellanox IS5XXX 

InfiniBand switches under full connectivity and full load. As seen in the figure, the major power 

consumers are the leaf and the spines. Most of the power in these modules is consumed by the 

network processor and it depends on the temperature, port speed and width. The next big consumer 

is the use of active cable and then the cooling system.  

 

Figure 45: Mellanox IS5600 648-port InfiniBand Chassis Switch. 
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Figure 46: Power Consumption in IS5XXX Family. 

Regarding the Alcatel-Lucent 1850 TSS-160, businesses can begin with circuit-based transport 

and gradually ramp up packet transport by simply changing line cards. The Alcatel- Lucent 1850 

TSS-160 supports current traffic requirements while eliminating the scalability issues encountered 

when traditional multiservice provisioning platforms (MSPPs) are confronted with the high growth 

of packet-based traffic. 

 

Figure 47: Alcatel-Lucent 1850 Transport Service Switch 160.  
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wavelength division multiplexing (WDM), optical data unit (ODU) and SDH/SONET transport 

technologies. It offers powerful cross-layer network management and a unified control plane, 

simplifying operations and reducing the total cost of ownership. Alcatel-Lucent 1850 TSS-160 sub-

rack is composed of: 

 8 slots, 20 Gb/s per slot: 16 half slots, 10 Gb/s per half slot 

 Two 160 Gb/s protected switching fabrics 

 Two protected controllers 

 Protected power supply 

 Up to three subracks in a standard ETSI or ANSI rack 

Main interfaces of the Alcatel-Lucent 1850TSS 160 are: 

 Data cards 

o 10 x Gigabit Ethernet (GE) packet module, Small Form- Factor Pluggable (SFP) 

o 10 GE packet module, 10 Gb/s Form-Factor Pluggable (XFP) 

o Multiservice packet over SONET/SDH (PoS) packet module, portless 

o ATM gateway packet module, portless 

 SONET/SDH cards 

o 1 x OC-192/ STM-64: XFP 

o x OC-48/STM-16: SFP 

o 8 x OC-3-12/STM-1-4: SFP 

o 10 x any port card: a data/TDM concentrator: SFP 

o 1 x optical transport unit (OTU)-2: 10 Gb/s bidirectional transponder, tunable optics 

The Alcatel-Lucent 1850 TSS is designed for low power consumption. Developing new 

components with very high integration density and low voltage supply leads to a significant 

reduction in power consumption. Basic components and related consumption are described in Table 

7: 

Table 7: Maximum power consumption for each board of Alcatel 1850 TSS-160. 

Max power consumption for each board 

Board description Watts 

Shelf & Matrix incl. FAN and control platform (full protection) 266 

1X10GE PACKET MODULE SYNCH ETH 100 

10X1GE PACKET MODULE SYNCH ETH 100 

MULTISERVICE PACKET MODULE 110 

1X10G SYNC OPTICAL 40 

4x2.5G SYNC OPTICAL 37 

100BASE-FX SFP 1 

100/1000BASE-T SFP 1.2 

1000BASE-SX/LX/ZX SFP 0.85 

STM-1/OC-3, STM-4/OC-12 SFP 1 

STM-16/OC-48 I-16.1/SR-1, S-16.1/IR-1, L-16.1/LR-1 SFP 1.2 

STM-16/OC-48, L-16.2/LR-2 SFP 1.5 

10GBE BASE S XFP, I-64.1/10GE BASE L XFP 2.5 

S64-2B/10GE BASE E XFP, DWDM XFP 3.5 
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4.1.4 IP routers 

As in other kinds of network devices, operational power requirements of IP routers arise from all 

the HW elements realizing network-specific functionalities, like the ones related to data- and 

control-planes, as well as from elements devoted to auxiliary functionalities (e.g., air cooling, 

power supply, etc.). In this respect, the data-plane certainly represents the most energy-starving and 

critical element in the largest part of network device architectures, since it is generally composed by 

special purpose HW elements (packet processing engines, network interfaces, etc.) that have to 

perform per-packet forwarding operations at very high speeds. From a general point of view, IP 

routers have similar architectures with respect to high-end switching systems, since they usually 

have highly modular and hierarchical architectures.  

For instance, the T-Series Juniper routers [30] have very complex and flexible architectures, 

which allow achieving 1.6 Tbps. These routers can be configured in multi-chassis setups (Figure 

48) or in single ones. Each router chassis is substantially composed by a number of Port Interface 

Cards (PICs), Flexible PIC Concentrators (FPCs), a multi-plane switch fabric (Figure 49), and one 

or more Routing Engines. The PICs connect a T Series platform to the network and perform both 

physical and link-layer packet processing. They perform all of the functions that are required for the 

routing platform to receive packets from the network and transmit packets to the network. Many 

PICs, such as the Juniper IQ PICs, also perform packet processing. Each FPC may contain one or 

more Packet Forwarding Engines (PFEs). For instance, a T1600 100 Gbps slot supports two 50 

Gbps PFEs. Logically, each PFE can be thought of as a highly integrated packet-processing engine 

using custom ASICs developed by Juniper Networks. These ASICs enable the router to achieve 

data forwarding rates that match fibre optic capacity. Such high forwarding rates are achieved by 

distributing packet-processing tasks across this set of highly integrated ASICs. 

When a packet arrives from the network, the ingress PFE extracts the packet header, performs a 

routing table lookup and any packet filtering operations, and determines the egress PFE connected 

to the egress PIC. The ingress PFE forwards the packet across the switch fabric to the egress PFE. 

The egress PFE performs a second routing table lookup to determine the output PIC, and manages 

any egress class-of-service (CoS) and quality-of-service (QoS) specifications. Finally, the packet is 

forwarded to the network. The switch fabric provides connectivity between the PFEs. In a single-

chassis system, the switch fabric provides connectivity among all of the PFEs residing in the same 

chassis. In a multi-chassis system, the switch fabric provides connectivity among all of the PFEs in 

the different chassis of the routing node cluster. In a single-chassis or a multi-chassis system, each 

PFE is considered to be logically contiguous to every other PFE connected to the switch fabric. 

The Routing Engine executes the Junos OS and creates the routing tables that are downloaded 

into the lookup ASICs of each PFE. An internal Ethernet connects the Routing Engine to the other 

subsystems of a T Series platform. Each subsystem includes one or more embedded 

microprocessors for controlling and monitoring the custom ASICs, and these microprocessors are 

also connected to the internal Ethernet. 
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Figure 48: Multi-chassis system high-level overview of Juniper T-series. 

 

Figure 49: Five switch fabric planes for the T Series. 

 

Figure 50: PFE and switch fabric using the T Series chipset (“to fabric” direction). 

 

Figure 51: Packet flow from fabric to egress PFE. 
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As far as energy efficiency is concerned, the almost totality of IP router manufactures report that 

the energy consumption of their products is almost flat, and only depends on the number of HW 

elements/chassis/slot plugged in. For example, Juniper reported in [29] the energy requirements of 

some of their routers (see Table 8). 

Table 8: Forwarding capacity and maximum power draw of different Juniper routers. 

 M40 M160 T640 T1600 

Slot Capacity 3 Gbps 10 Gbps 40 Gbps 100 Gbps 

System Capacity 40 Gbps 160 Gbps 640 Gbps 1600 Gbps 

Max System Draw 1.5 kW 3.15 kW 4.52 kW 8.35 kW 

 

Till today, energy efficiency in IP routers substantially means only maximizing the ratio between 

the system capacity and its power consumption, without taking the possibility of adapting system 

performance to the real workload into account. For this reason, internal router components do not 

include power management capabilities like standby, low power idle or performance scaling.  

Tucker et al. [18] and Neilson [27] focused on high-end IP routers, and estimated that the data-

plane weighs for 54% on the overall device architectures, vs. 11% for the control plane and 35% for 

power and heat management (see Figure 52). The same authors further broke out energy 

consumption sources at the data-plane on a per-functionality basis. Internal packet processing 

engines require about 60% of the power consumption at the data-plane of a high-end router, 

network interfaces weigh for 13%, switching fabric for 18.5% and buffer management for 8.5%. 

Notwithstanding that this study specifically refers to high-end router platforms, and the same 

internal distribution of power cannot be obviously maintained for all the typologies and the 

architectures of network devices, the resulting estimations provide a relevant and clear indication on 

how and where future research efforts need to be focused in order to build next-generation green 

devices. 

Following these basic ideas, the largest part of current research contributions generally focused 

on introducing novel extensions and solutions for reducing the carbon footprint of particular 

devices, by working at the level of internal processing engines for core and transport network 

nodes, and that of network interfaces and/or link protocols for access and home equipment. 

 

Figure 52: Estimate of power consumption sources in a generic platform of high-end IP router. Source: [118]. 
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4.1.5 Network cards 

In this section, we report some measurements performed on off-the-shelf Gigabit Ethernet 

adapters for PC platforms. In more detail, we measured the energy consumption of 3 adapters from 

Intel, namely the quad- and dual-port versions of the Intel PRO-1000-ET base Tx, and the dual port 

version of the Intel PRO-1000-PT base Tx. 

The obtained results show that the energy consumption does not depend on the real utilization of 

the boards, but on the number of attached cables and the speed of links (see Figure 53-Figure 56). 

The overall consumption ranges between about 4 W to 13 W for all the considered adapters. 

Strangely enough, we observed that the power consumption of the quad-port adapter is lower than 

the dual-port ones, and that the adapters with attached cables running 10 Mbps speeds waste less 

energy than the same adapters without attached cables. This is a clear indication on the lack of 

energy-optimization in the design of such boards. 

Figure 53, Figure 55 and Figure 56 exhibit that the adapter energy consumption directly depends 

on the number and the speeds of Ethernet links: e.g. using the 100 Mbps speed allows reducing the 

energy absorption of 30-50%. 

 

Figure 53: Power consumption for the Intel Gigabit ET quad-port port with 1000-BaseTx ports, and with respect 

to the number of cables physically attached and the speed of Gigabit links. 

 

Figure 54: Power consumption for the Intel Gigabit ET quad-port port with all the 1000-BaseTx ports enabled 

and running at the Gigabit speed according to the traffic offered load. 
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Figure 55: Power consumption for the Intel Gigabit ETdual-port port with 1000-BaseTx ports, and with respect 

to the number of cables physically attached and the speed of Gigabit links. 

 

Figure 56: Power consumption for the Intel Gigabit PT dual-port port with 1000-BaseTx ports, and with respect 

to the number of cables physically attached and the speed of Gigabit links. 

Moving to higher speeds, the power consumption of a Host Channel Adapter (HCA) card is 

mostly composed of the power used by the network processor on the card itself. Most of the 

interface cards are cooled using passive cooling that does not consume more power. Most of 

network cables used to be passive copper based, hence consuming no power. However, nowadays 

there is a growth in use of optic active cables that support bandwidth incensement towards 

10/40Gbit Ethernet and 56/80 Gb/s InfiniBand protocols and support longer distance connectivity. 

 

Figure 57: Power Consumption of Mellanox Connect-X2 Family. 
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Figure 57 above displays the typical and maximum power consumption of Mellanox Connect
®

-X 

family. The numbers on the left side of Figure 57 reflect the power consumption of the network 

interface and the cables that are connected to it. When discussing the energy consumption of 

network interfaces, we should consider the hardware on which the network interface is mounted, 

generally, a server or a data storage unit. A server’s power budget can be significant larger and 

measured in hundreds of watts. Thus it is prominent to discuss Wake on Lan (WOL) technologies 

when considering power saving techniques in the network end points. In WOL mode the power 

consumption is between 1W - 3W and is highly depended on the network technology (e.g. 

1/10/40Gb/s) and the type of cable used (active / passive). 

4.1.6 Direct measurements in off-the-shelf devices 

In this subsection, specific results are presented from experiments that were performed to 

determine how much energy is consumed by typical network devices under various load conditions 

as well as when they are in the idle state. 

Direct measurements on Cisco 1700 series routers 

In the first experiment, power consumed by four Cisco 1720 routers was measured jointly in 

order to make the constant component of measurement error less significant. The devices are 

connected by means of Serial and Fast Ethernet interfaces, as shown in Figure 58. There is total of 5 

serial interface cards in the system, two of which are WIC T2 with two serial interfaces on-board, 

and the other three cards are WIC T1. Four serial interfaces are connected, while the rest is down 

during the experiment. The clocks of serial links were set to 8 Mb/s while the network was loaded 

with TCP traffic to maximum capacity of Interfaces. The current was measured with a clamp-on 

current meter. To test the control plane influence on power consumption, traffic shaping, policing, 

and class-based weighted fair queuing (CB-WFQ) were turned on. Traffic was generated 

accordingly, with several destination port numbers exploited, to make the packets end up in 

different class-based queues. 

The results from the measurements on Cisco 1720 routers are shown in Table 9. 

 

Figure 58: Testbed topology. 
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Table 9: Measurements on Cisco 1720 routers. 

 Conditions 
Measured current @ 230V 
mains cord [A] 

1. 
Routers fully loaded. Policing, shaping and class based queuing 
turned on. 

0.2 

2. 
Routers fully loaded. Policing, shaping and class based queuing 
turned off. 

0.2 

3. No traffic 0.2 

4. Serial interfaces in state of administrative shutdown 0.19 

5. Serial cables disconnected 0.18 

6. WIC cards physically removed 0.13 

 

In the second run the results were verified by the Kyoritsu multimeter connected in series, as it is 

shown in Table 16. 

Table 10: Measurements on energy consumption of Cisco 1720 routers made by multimeter. 

Conditions 
Measured current @ 230V 
mains cord. [A] 

Routers fully loaded. Policing, shaping and class based queuing turned 
on. 

0.175 

No traffic 0.170 

 

As it can be noticed, traffic load has very little, or no impact on power dissipation in Cisco 1700 

series routers. However, physical removal of the serial interface card seems to have great influence 

on power consumption. This leads to the obvious conclusion that the interface cards should be re-

designed so that power consumption is reduced in idle periods. 

Direct measurements on Cisco Catalyst 2900 XL series switch 

In the second experiment, the Catalyst 2900 switch is examined that is a twenty-four port Fast 

Ethernet switch that enables VLAN configuration. In order to measure energy consumed by several 

interfaces working at the same time, three VLANs were defined, and connected in-series (stacked) 

as shown in Figure 59. The links were saturated with TCP traffic to maximum capacity of 

interfaces, i.e. 100Mb/s. The achieved maximum transmission speed during the experiment was 

about 94 Mb/s. All measurements were performed with Voltcraft Energy Logger 4000. 

 

Figure 59: Wiring in testbed for Experiment #2. 
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Table 11: Measurements on Cisco Catalyst 2900 XL series switch. 

 Conditions 
Power 
[W] 

Apparent 
power [VA] 

cos φ 
Voltage 
[V] 

Current 
[mA] 

1. 
All Interfaces UP, but with no wires 
connected. 

39.7 65.2 0.6 220.9 0.29 

2. 
Two interfaces wired to hosts. All ports 
in administrative UP state. No traffic 

40.1 66.2 0.6 220.9 0.3 

3. 
Two interfaces connected, wired to 
hosts, in UP state. Loaded with “bulk” 
TCP traffic generator 

40.1 66 0.6 221 0.29 

4. 
3 VLANs configured, 6 interfaces UP, 18 
interfaces administratively down. 

32.2 53.9 0.6 221 0.24 

5. 
3 VLANs configured, 6 interfaces UP, 18 
interfaces administratively down, 6 
cables inserted. 

33.3 54.9 0.6 221 0.24 

6. 

3 VLANs configured, 6 interfaces UP, 18 
interfaces administratively down, 6 
cables inserted. Loaded with “bulk” TCP 
traffic generator 

33.6 56 0.6 221 0.24 

7. 
3 VLANs configured. All 24 interfaces 
up, 6 cables inserted. Loaded with “bulk” 
TCP traffic generator. 

40.4 66.1 0.6 221.9 0.29 

8. All interfaces Administratively down 29.2 49.6 0.59 221 0.22 

 

Based on the measurements’ results shown in Table 11, it can be claimed that traffic load has 

very little impact on power dissipation. Very interesting observation is the existence of low power 

consumption when all interfaces are in “administratively down” state. 

Direct measurements on Cisco catalyst 6506-E switch 

In the third experiment, energy consumption on the Cisco catalyst 6506-E switch is examined. 

The switch was equipped with a single power supply, two processor cards, two interface cards and a 

set of fans (Table 12). All power measurements were performed with Voltcraft Energy Logger. 

Layer 2 traffic was generated by means of JDSU HST3000 and JDSU Smart Ethernet pair of 

probes. 

Table 12: Cisco catalyst 6506-E switch cards. 

Slot Details 

G1 16 SFP ports 

G2 48 1000 base T ports 

G5 
Processor, 8 x GBIC ports, 1 
x 1000 Base T 

G6 
Processor, 8 x GBIC ports, 1 
x 1000 Base T 
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Table 13: Measurements on Cisco catalyst 6506-E switch. 

 Conditions 
Power 
[W] 

Apparent 
power 
[VA] 

cos φ 
Voltage 
[V] 

Current 
[A] 

1. 
All interfaces are in “administratively 
down” state 

509.7 532.8 0.95 227 2.34 

2. All interfaces on card in slot G1 up 508.8 532 0.95 227 2.34 

3. 
All interfaces on cards in slot G1 up + G2 
up 

507.6 530.7 0.95 227 2.33 

4. 3 VLANs configured in G2 card. No traffic 507.7 530.5 0.95 227 2.33 

5. As above + 6 cables plugged in 512.3 535.1 0.95 226.2 2.36 

6. 
1 Gb/s UDP traffic going through 3 
VLANs connected in series. 

522.4 544.9 0.95 226 2.41 

7. 
1 Gb/s UDP traffic going through 2 
VLANs connected in series. 

517.6 540 0.95 226 2.38 

8. 1 Gb/s UDP traffic going through 1 VLAN. 512.6 534.9 0.95 226 2.36 

9. 
100 Mb/s UDP traffic going through 3 
VLANs connected in series. 

513.8 536 0.95 226 2.37 

10. Chassis only without cards 128.5 161.8 0.79 227.3 0.71 

11. 
One of processor card remaining, the rest 
removed. 

238.6 269 0.88 227.3 1.18 

12. Ethernet card in slot G2 + 1 processor 311.8 338 0.91 227 1.48 

13. Cards in slots G1 + G2 + 1 processor 397.9 423.7 0.93 227 1.86 

 

As it is shown in Table 13, unlike in previous experiments, shutting down inactive ports (without 

wires attached) does not reduce power consumption. Possible explanation is that the cards already 

do implement some power saving mechanisms on interface level. Any traffic-related configuration 

activities, like connecting wires, putting interfaces in UP state and setting up VLANs result in 

significantly greater power consumption. Power consumption in typical configurations is also 

presented graphically in Figure 60. Although the power consumption adapts well to traffic load, still 

the cost of ports that are switched off accounts to nearly 40 per cent of the costs of ports fully 

loaded. 

 

Figure 60: Power consumption per one 1000-BaseT port of 48-port Ethernet card. 
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Direct measurements on Cisco 7201 router 

In the fourth experiment, power consumption on Cisco 7201 router is examined. In this 

experiment, layer 3 traffic was generated by means of JDSU HST3000 and JDSU Smart Ethernet 

pair of probes. 

Table 14: Measurements on Cisco 7201 router. 

 Conditions 
Power 

[W] 

Apparent 
power 
[VA] 

cos φ 
Voltage 

[V] 
Current 

[mA] 

1. Two interfaces wired to hosts. No traffic 54.6 61.9 0.87 218.7 0.28 

2. 
1 Gb/s UDP traffic, one way, packet size 
1500B. 

55.5 62.5 0.88 218.6 0.28 

3. 
100 Mb/s UDP traffic, one way, packet 
size 1500B. 

54.7 61.9 0.88 218.7 0.28 

4. 
1 Gb/s offered UDP traffic, one way, 
packet size 64 B. 550 Mb/s passed 
through. 

57 63.8 0.89 219.3 0.29 

5. 
100 Mb/s UDP traffic, one way, packet 
size 64B. 

54.6 62.3 0.88 219 0.28 

6. 
1 Gb/s UDP traffic, two way, packet size 
1500 B. 

56.7 63.4 0.89 218.7 0.29 

7. 
100 Mb/s UDP traffic, two way, packet size 
1500 B. 

54.7 62.2 0.88 219 0.28 

8. 
1 Gb/s offered UDP traffic, two way, 
packet size 64 B. About 300 Mb/s passed 
through. 

57.1 64 0.88 218 0.29 

9. 
100 Mb/s UDP traffic, two way, packet size 
64 B. 

54.7 62 0.88 219.0 0.28 

 

According to the results shown in Table 14, it is shown that the small number of interfaces limits 

the precision in measuring their power consumption. However, the rise of consumed power when 

switched from 1500 B packets to 64 B packets, which resulted in approximately a 7-fold rise in 

number of packets served, suggests that the data plane contributes significantly to overall power 

consumption of the router. This observation should be taken into account while developing 

distributed control strategies as not only the traffic volume in kB/s, but also in packets/s, should be 

taken into account while making routing decisions. 

4.2 Reference network scenarios  

In this subsection, the three reference scenarios that will be examined within ECONET are 

presented in detail. The first scenario regards a telecom operator network while the upcoming two 

scenarios regard Internet Service Providers networks. In each case, the network topology, the traffic 

profiles and volumes are presented and the energy-aware techniques that are going to be studied 

within ECONET are analysed. 
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4.2.1 Reference Telecom Operator scenario by TELIT 

Network topology 

The Telecom Italy Wireline IP/MPLS platform is composed of a national backbone OPB (Optical 

Packet Backbone) conceived in early 2001 as an evolution of a previous IP network called IBS 

(InterBusiness) to bring together all voice and data services on a single network platform. The OPB 

network is modelled on 32 PoPs to concentrate all data access technologies currently in the field in 

the main national transmission nodes.  

This architecture, purged from the ATM transport component, and with innovative features and 

performance, has enabled several important goals. One such goal is, for example, the provision of a 

geographical transport service among the Media Gateway's BBN (national backbone) of dedicated 

telephone traffic over IP, with guarantees of high protection for transmission failures, priorities of 

treatment packages during the phenomena of Network congestion and safety compared to the rest of 

the data traffic is being carried. This achievement has allowed the gradual demise of the traditional 

national long-distance telephone network and the integration of the transport of IP data traffic with 

telephony traffic on the OPB platform. 

As far as the network design criteria are concerned, the entire network, except link terminations, 

is specifically dimensioned to have maximum peak utilization equal to 50% of allowable bandwidth 

in each link at every level. It is worth noting that 50% is only the maximum allowable link 

utilization, and real utilizations are often much lower than this figure. 

 

Figure 61: Services on the two backbone networks. 
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interconnection between the two backbones is done in Rome and Milan. Connectivity to the Big 

Internet, for all destinations that are not internal or covered by Peerings just mentioned, is obtained 

through the International backbone of Telecom Italy. The entire national clientele, with or without 

its own Autonomous System, for the Full Internet or MPLS VPN services, access the backbone via 
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appropriate Edge structures (Access Router, MPLS PE routers, NAS and NAS ADSL Dial-up) by 

using the many dedicated access networks ATM, ADSL, GBE, SDH, and ISDN. 

OPB network architecture 

The backbone OPB (Optical Packet Backbone) is divided into different national PoPs, with a 

double-centre star topology and the distinction between Inner Core and Outer Core PoPs (Figure 

62). The Inner Core is made up of two PoPs in Rome and two PoPs in Milan, while the Outer Core 

is focused on others peripheral PoPs connected in "dual-homing" to Rome or to Milan on the basis 

of their geographical location. The “dual-homing" of the Outer Core PoPs to the Star Center was 

made even more reliable doubling the PoP in Rome and Milan on different central offices and 

connecting each of the Outer Core PoP with at least 2 transmission circuits to the two Inner Core 

PoPs. 

At the transmission level the OPB nodes are interconnected through the National Transport 

Optical Network. This network is fully redundant in all its components and it is immune from 

single fault conditions, such as the failure of a router, of a single card or of a transmission circuit. In 

the case of two simultaneous failures, it is up to the functionality of QoS / CoS (Quality of Service, 

Class of Service) to safeguard the most valuable services. The project sizing of the circuits imposes 

a limit on the maximum total traffic for each link equal to 50% in order to be immune to a single 

fault condition. 

 

 

Figure 62: Backbone OPB architecture. 
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The Inner Core 

The network Inner Core is divided into the 4 PoPs in Rome and in Milan, independent and self-

consistent (Figure 63), each with high-capacity traffic router equipment that covers the role of: 

 Star Center (CS) for the circuits termination to the Outer Core PoPs; 

 Transit (T) to the structures of Edge / Access; 

 International Gateway (ITZ) for the termination of the connections to the Seabone PoPs; 

 Gateway (P) to the national peering points. 

The four PoPs are based on a double quadrilateral of transmission circuits for the four backbone 

connections Rome-Milan. Moreover they are active redundant metropolitan links in order to 

connect the four Star Centres to the International and Peering Gateways and to balance the traffic 

into the network. All PoPs of the Outer Core are terminated to a pair of Inner Core devices with the 

function of Star Centres that are physically located in two separate Inner Core POP’s. To further 

increase the reliability, each Inner Core PoP is fully redundant and the links from Outer Core PoPs 

are distributed on two pairs of nodes. The four Inner Core PoPs, besides collecting and distributing 

traffic throughout the network, have to aggregate traffic and services locally for Rome and Milan, 

using the Edge structures devoted to the services Executive / Business or Residential. 

Figure 63 shows the block diagram of the different network layers. 

 

Figure 63: Network layers’ scheme. 
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The architecture of a generic network PoP is shown briefly in Figure 63: there is always a pair of 

core routers, called Transits, connected in redundant configuration to the Inner Core, and a pair of 

aggregation devices that collect all access systems/devices (Provider Edge Router, BNAS, etc.). 

Typically, the "access" structures in this context correspond to level 3 equipment (that is IP routing 

and not level 2 switching) through which final customers are served or are provided Service / 

Control components. To this purpose, a pair of switch devices with level 3 functionality creates two 

access VLANs, on load sharing and fully redundant, for the following "Access" structures: 

 Edge Executive, through the Access Router (AR), for Full Internet Services, and Router 

PE (Provider Edge) for other MPLS services; 

 NAS ADSL for residential or small Business customers; 

 NAS dial-up. 

The traffic allocation is made by balancing the IP / MPLS packets over four different routes, 

among the Access routers and the first two OPB routers, on the basis of the "flow" by using a 

hashing algorithm that takes into account the source address, and destination TCP / UDP ports. The 

Voice Gateway of the BBN Network (transit nodes of the telephone network) and the front-end to 

the network of metropolitan traffic collection (network OPM - Optical Packet Metro) are, instead, 

directly connected to the transit routers. 

Just as an example, Figure 64 reports the network segments involved for the provision of Internet 

access service, both for fixed and mobile access: 

 

Figure 64: Example of structure for Internet access services provisioning. 
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The Access Network 

Telecom Italia aims at deploying in the next years its Next Generation Access Network (NGAN) 

as a mix of different architectures and technologies, as shown in Figure 65.  

 

Figure 65: the NGAN architecture of Telecom Italia. 

The current architecture used to provide the Broadband service is Fibre-To-The-Exchange 

(FTTE); this means that the fibre “stops” at the Central Office (CO), and the connection from the 

CO to the customer’s home is still provided with the traditional copper pair using the ADSL2+ 

technology. Even if the access network of Telecom Italia is one of the world’s shortest (with an 

average of 1.8km and 99% of the lines shorter than 5.5km), with the FTTE architecture the 

downlink throughput cannot go over 20Mbit/s. Therefore, in order to increase the speed it is needed 

to shorten the loop, deploying the fibre closer to the customer. This can be done, increasingly, with: 

 Fibre-To-The-Cabinet (FTTCab), where the fibre stops at the Street Cabinet and the 

copper-based secondary network is re-used (reducing the loop to 100÷700 m). This can 

enable downlink speeds up to 50Mbit/s, through the use of the VDSL2 technology (with 

profile 17a). 

 Fibre-To-The-Building (FTTB), where the fibre reaches the basement (or the very 

neighbourhood) of the building and the copper drop is therefore reduced to less than 150 

m. In this case, the speed increases up to 100Mbit/s, thanks to the use of the VDSL2 

technology (with profile 30a). This option is currently taken into account only as an 

alternative to FTTH, for places where this can hardly be implemented. 

 Fibre-To-The-Home (FTTH), where the fibre is directly brought to the customer’s 

apartment. This is of course the fastest architecture, with speeds in the range 100 Mbit/s ÷ 

1 Gbit/s. 

Provided that the best scenario, from both the throughput and the energy consumption point of 

view, would be the FTTH, it must reasonably be considered that from an economic point of view it 

would be absolutely not feasible. That’s why Telecom Italia will deploy all the three architectures 

described above according time by time to geographical, infrastructural and profitability aspects. 
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Focusing now on FTTH, it must be highlighted that it can be realized using two different 

solutions: the Point-to-Multipoint (that is currently represented by the GPON technology) and the 

Point-to-Point (that is currently represented by the Ethernet technology). In the first case, the basic 

principle is that a single optical fibre is “shared” among multiple users, while in the second case 

each customer gets a dedicated fibre. It is commonly known that the Point-to-Multipoint solution is 

typically preferred by the Incumbent Operators, while on the other hand the Point-to-Point solution 

is the main choice of the OLOs: this because it replicates the current paradigm of the traditional 

copper network, allowing the OLOs to keep their current processes, and also because they can limit 

their investments in areas where they have a very low market share. Coming back to the GPON 

solution, it is basically formed by: 

 an active equipment (Optical Line Termination – OLT), installed in the Central Office 

with typically 64-160 GPON ports per shelf   

 an active equipment (Optical Network Termination – ONT), which terminates the optical 

line in the customer’s home 

 an Optical Distribution Network (ODN), deployed between the Central Office and the 

customers, which is completely passive and is constituted by the optical fibre and a set of 

optical splitters. These splitters allow the partition of the input signal into different output 

signals (typically from 4 to 16) and vice versa. The portion of the ODF served by a single 

GPON port of the OLT is called a GPON tree. 

The current GPON solutions can allow an overall splitting factor of 1:128, which means that up 

to 128 customers can share the same optical fibre and therefore also the associated total bandwidth, 

which for the ITU-T G.984.x GPON standard is roughly 2.5Gbit/s in downlink and 1.25Gbit/s in 

uplink. The maximum distance from the CO to the customer allowed by the GPON technology is 

20km. The current FTTH GPON architecture for Telecom Italia has been reported in Figure 66: as 

visible, two splitting levels (one at the street manhole, with ratio 1:N and the other in the building 

basement, with ratio 1:M) are foreseen. In case of an overall splitting ratio of 1:128, typically 90 

users are actually connected, while in case of splitting ratio of 1:64, the average number decreases 

to 50. 

 

Figure 66: FTTH GPON architecture for Telecom Italia. 

The GPON solution is absolutely future proof and can therefore guarantee the investment 

performed on the infrastructure: as a matter of fact, the Standardization Bodies FSAN and ITU have 

already defined an evolutional path that will guarantee a progressive increase in the bandwidth and 

in the symmetry as well. In particular, during 2011 the new technology XG-PON1 (providing 

10Gbit/s in downstream and 2.5Gbit/s in upstream for each GPON tree) will be already 
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commercially available. Moreover, this new technology will allow the coexistence with the old 

GPON systems. 

TELIT network equipment and typical energy consumption 

The current situation and the historical data regarding the energy requirements of the TELIT 

network infrastructure were already introduced in section 3. The objective of this section is to make 

a step beyond these data and to evaluate how these energy figures will change in the next-future. To 

this purpose we worked on one of the most probable evolutions of the TELIT network, which 

would be deployed by 2015-2020.  

We refer to a network with 17.5 million customers, where we assume the presence of broadband-

only access technologies, together with suitable over-provisioning in the Metro, Transport and Core 

segments. Moreover, the analysis proposed here, aims at considering not only direct energy 

consumption of TELIT equipment, but also the one “induced” to end-costumers by considering 

network terminations. The considered reference scenario is shown in Table 15, which contains the 

number of devices per network segment and their energy consumption, in the business-as-usual 

case (i.e., the case in which no green enhancements would be included in network devices). Both 

end-user and operator equipment have been taken into account. 

Devices’ energy consumption has been forecasted on the basis of present values, high quality 

specifications (e.g., European Broadband Code of Conduct), and expected “inertial” technological 

improvements (e.g., Dennard’s law [2]). In the devices’ energy requirements, we included the 

contribution of site cooling and powering systems, which account for 36% of device direct 

consumption. Starting from the scenario in Table 15, the per-user average energy requirement 

consists of about 111 kWh per year, and it is mainly due to home and access networks, for 79% and 

16%, respectively. Metro/transport and core networks account only for 5%, but their joint energy 

requirement of about 107 GWh per year (about a quarter of the Telco’s direct energy consumption) 

can be a convincing driver for reducing the carbon footprint of backbone devices in the near future. 

Table 16 defines key parameters that allow synthetically representing the average usage of 

network devices and links. This has been done by defining the expected (by 2015-2020) average 

customer up-times and loads, the average traffic utilization on metro/transport and core networks, 

and the number of devices and links that are usually deployed for redundancy purposes. It is worth 

noting that the traffic load values in Table 16 are significantly larger (and, consequently, give rise to 

conservative consumption estimations) than those of the current network and what is indicated in 

other studies [2]. 

Table 15: 2015-2020 network forecast: device density and energy requirements in the business-as-usual case 

(BAU). Example based on the Italian network. 

 
power consumption 

[W] 

number of devices 

[#] 

overall consumption 

[GWh/year] 

Home 10 17,500,000 1,533 

Access 1,280 27,344 307 

Metro/Transport 6,000 1,750 92 

Core 10,000 175 15 

Overall network consumption 1,947 
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Table 16: Traffic and Topological data (average figures) for the 2015-2020 perspective network. Source: 

Telecom Italia. 
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redundancy degree for metro/transport devices (ηt) 13%  

redundancy degree for core devices (ηc) 100%  

redundancy degree of metro/transport links (ψt) 100%  

redundancy degree of core device links (ψc) 50%  

link utilization in metro networks  40%  

link utilization in core networks  40%  

Traffic profile for the access network 

The traffic volume and the relevant profiles depend on several parameters that go from the 

characteristics of the served area to the time of the day and the type of day (working or holiday, for 

example). In the following paragraphs we show typical profiles in different conditions for the links 

between the edge router and the DSLAM. The traffic in this part of the network is heavily affected 

by the final customers’ activities due to the fact that is the last segment before the final connection 

to the customer termination (link between DSLAM and Access Gateway or other type of network 

terminations). 

The curves shown represent four different conditions; two of them represent the traffic profile 

typical for a link through an area with prevalent business clients, one in a working day and the other 

in a holiday; the other two are typically for links to a DSLAM that serves a residential zone. The 

volume values are given as percentage of the maximum bit rate reached on the link (not the 

maximum capacity of the link). 

Link to a business area 

The traffic to a DSLAM that connects mainly business clients is characterized by a strong 

dependence on the type of day (Figure 67): in the working day we have the maximum link 

occupancy in the working hours, typically from 7-8 in the morning to 5-6 in the afternoon, with a 

very quick rise in the morning. In the working day we can observe also a slight traffic decrease 

around lunch time. In the holiday the traffic on this type of links results particularly light with 

respect to the traffic volume in the working day, with a maximum volume that is around 30% of the 

maximum in the working days. 

Link to a residential area 

The traffic to a DSLAM that connects mainly residential clients is not so different between 

holiday and working day (Figure 68). In both types of day the traffic reaches the maximum link 

occupancy. In the working day we can observe a slower rise in the morning, but in the afternoon the 

traffic levels are comparable. In the night the volume decreases to about 15-20% of the maximum. 
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Figure 67: Typical traffic profile for a business link. 

 

.  

Figure 68: Typical traffic profile for a residential link. 
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4.2.2 Reference Internet Service Provider scenario by GRNET 

The considered reference scenario by GRNET contains the number of devices in the core and 

access networks and includes also information regarding the data centres as well as the Grid nodes 

(HellasGrid – www.hellasgrid.gr). 

The GRNET network 

 

Figure 69: GRNET IP network topology. 

The GRNET network is a new generation optical fibre network based on Wavelength Division 

Multiplexing – WDM technology at high speeds (1-10 Gbps). The core network is formed by IP 

routers that are interconnected with PoS 2.5 Gbps circuits over 10Gbps wavelengths that are 

implemented via owned DWDM equipment. Since 2008, GRNET dark fibre network is extended 

all over Greece, with total length of dark fibre more than 9000km and optical equipment that may 

support speeds up to 21x10 Gbps per link. The GRNET network topology is shown in Figure 69 

and Figure 70. Figure 69 shows the GRNET IP network topology consisting of 10 IP nodes. Figure 

70 shows the network topology including the established Layer 2 Ethernet links for the 

interconnection of GRNET clients.  

The GRNET network can be divided into core and access network parts. The access network 

consists of dark fibre pairs between the point of presence (PoP) of GRNET in each major city in 

Greece and the PoP of the connected university or research institute. Around 100 clients are 

connected to the GRNET network. Thus, the GRNET network topology can be considered as a flat 

network topology without large aggregation points. Alternative backup paths are available for the 

majority of the network nodes while more than one alternative paths exist for the central network 

nodes. A more detailed view of the network is also provided in Figure 79. Regarding network 

congestion, this is too low to appear, except in some access links only. 

http://www.hellasgrid.gr/
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Figure 70: GRNET network topology. 

Energy consumption of GRNET network equipment  

GRNET’s network is illustrated by IP/Ethernet and optical network equipment. The IP/Ethernet 

network consists of 11 routers and roughly 42 switches from different vendors. The typical energy 

consumption of each network device differs according to the installed cards and modules. The 

maximum power consumption for the access network switches and the core network routers, when 

fully loaded in terms of cards, modules and overall utilization, is shown in Table 17. Depending on 

the considered model, maximum energy consumption in the access network varies among 75 W, 

190 W and 659 W, while maximum router energy consumption in the core network varies among 

3000 W, 5450 W and 8000 W. Regarding the optical network, the DWDM equipment employed in 

the core network has a total maximum power consumption of 18,320 W. Furthermore, Table 18 

defines key parameters that allow synthetically representing the average usage of network devices 

and links in the GRNET network. 
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Table 17: Maximum power consumption for the access and core network devices. 

Network Part 
Number of 
devices 

Type of 
Equipment Vendor/Model 

Max Power 
Consumption 

Access Network 42 Switch 
Cisco Catalyst 2970, Extreme 
X350, Extreme X450a 

190W, 75W, 659W 

Core Network 9 Router Cisco 12406, 12410, 12416 ~3000W 

Core Network 1 Router Juniper MX960 5450W 

Core Network 1 Router Juniper T1600 ~8000W 

Table 18: Topological data (average figures) for the GRNET network. Source: Greek Research and Technology 

Network. 

Access 
redundancy degree for access devices (ηa) 13%  

redundancy degree of access links (ψa) 88%  

Core 
redundancy degree for core devices (ηc) 72%  

redundancy degree of core links (ψc) 71% 

 

The power consumption of each core router has been recorded in real time for a period of 3 

weeks and the results are demonstrated in Figure 71. The collected results indicate constant values 

in power consumptions for all the Cisco routers and small variations in the power consumption of 

Juniper routers. However, the observed small variations cannot be related to the amount of traffic 

served from a router but most probably to the starting and stopping of the device’s cooling fans. A 

24-hour snapshot is presented in Figure 72 providing a clearer view of the variations. Observing 

router EIE2’s (Juniper T1600) power consumption which shows some kind of variability in 

conjunction to its traffic load presented later on in Figure 71, it is clear that no evident 

proportionality exists between energy consumption and router utilization in terms of traffic serving. 

The average energy consumption for each core network router is reported in Table 19 and as it may 

be observed router consumption ranges from 923 W to 2537 W, taking quite lower values compared 

to those reported before for the maximum energy consumption. 

Table 19: Average power of the core network routers. 

GRNET’s network router Vendor/Model 
Average real time energy 
consumption 

athens-3 Cisco 12416 2537W 

eie-1 Cisco 12406 1073W 

eie-2 Juniper T1600 1915W 

heraklio-2 Cisco 12410 1014W 

ioannina-2 Cisco 12406 939W 

koletti-1 Juniper MX960 1513W 

larissa-2 Cisco 12406 923W 

patra-2 Cisco 12410 1154W 

syros Cisco 12406 1029W 

thessaloniki-2 Cisco 12410 1428W 

xanthi-2 Cisco 12406 1023W 
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Regarding the power consumption behaviour of GRNET’s network switches, indicatively we 

report the measurement results from [102] on a Cisco Catalyst 2970-24TS (with 24 ports) which is 

a switch model highly used in our access network and which, as reported before, has a 190W 

maximum power consumption when fully loaded. The power consumption has been measured at 

the wall socket (AC) using a power meter while measurements have been taken varying the number 

of Ethernet links attached, the link rate of the attached interfaces (10 Mbps, 100 Mbps, 1 Gbps) and 

the link utilization between 0% and 100% when the attached interface’s link rate was 1 Gbps; for 

all other rates results presented are for 100% utilization. The results are shown in Figure 73. 

 

Figure 71: Power consumption in core GRNET routers over a period of 3 weeks. 

 

 

Figure 72: Power consumption in GRNET core routers for a 24-hour period. 
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Figure 73: Power Consumption of Cisco Catalyst 2970 Switch [Source:[102]]. 

The observations are the following: 

 The power consumption under zero utilization (no links attached) is about 68 W. 

 The switch power consumption is increased by connecting a new link, even if there is no 

data being transmitted on this link. The increase is about 0.3 W for 10 Mbps and 100 

Mbps links while it is about 1.8 W for 1 Gbps links. 

 There is no significant difference in power consumption whether a port is running at 10 

Mbps or 100 Mbps. 

 Increasing the data rate from 100 Mbps to 1 Gbps causes switch power consumption to 

increase by approximately 1.5 W per link. 

 The difference in power consumption is quite low when a 1 Gbps link is fully utilized 

compared to when it is zero utilized. 

Thus, in the specific switch model significant energy savings maybe achieved only when 

avoiding enabling 1 Gbps link rates when not needed. A more detailed study regarding GRNET’s 

access network switches consumptions is underway. 

Energy consumption in GRNET data centres 

GRNET owns two data centres where high-density computational and storage equipment is 

installed. The first data centre is hosted in the National Hellenic Research Foundation. This data 

centre hosts the GÉANT Point of Presence (PoP) in Athens as well as a HellasGrid site (Grid node). 

For the GÉANT PoP, there are 4 racks with servers and 14 racks with telecom equipment. These 

racks are fully loaded at a percentage of 60%. For the Grid node, there are 6 racks hosting servers 

and storage equipment. Average energy consumption for the GÉANT PoP is 63 kW; for the Grid 

node it is 67 kW. 

The second GRNET data centre is located within the premises of the Greek Ministry of National 

Education and Religious Affairs in Athens. The data centre is currently equipped with 28 racks for 

installing servers and storage equipment. Currently, 4 racks are hosting servers and 2 racks storage 

equipment, but GRNET plans to load 18 extra racks in the coming months. The average energy 

consumption of the equipment hosted at this data centre is currently around 90 kW (see Figure 74 

for total power consumption and Figure 75 for the power consumption in a rack with servers) but it 

is estimated to increase considerably in the upcoming period and reach 500 kW. This data centre 

has been designed and implemented following high standards regarding the cooling efficiency and 

the exact Power Usage Effectiveness (PUE) is about to be accurately determined. 



 

 

76 

 

  FP7-ICT-258454    D2.1 

 

Figure 74: Power Consumption in GRNET data centre. 

 

Figure 75: Power Consumption in a rack with servers in GRNET data centre. 

In the slightly longer term, GRNET plans to install a green data centre outdoors in the northwest 

part of mainland Greece, close to a power-production hydro-electric plant facility. Water from the 

nearby river will be used to cool the equipment within the data centre, while for this purpose water-

cooled racks will be utilized. The maximum power for the equipment hosted at this data centre is 

estimated to be around 400kW and the achieved PUE is expected to be among the most competitive 

ones. The reason for selecting water cooling is that it provides better results regarding power usage 

efficiency than the use of air cooling, which is the traditional data centre cooling and refrigeration 

technology. 

Traffic profiles and volumes 

A detailed profiling of the current traffic is required in order to be able to consider the potential of 

deploying energy efficient strategies such as rerouting traffic over energy efficient paths while 

shutting down others or even performing network consolidation strategies. In the following we 

present measurements of the link loads, while next we employ a traffic matrix estimation algorithm 

in order to estimate the traffic flows and come up with useful results. 

Link load analysis 

Link utilization as well as the monthly average and maximum throughputs are recorded. Traffic 

volumes per network segment are also measured. In the presented results traffic variability may be 

observed for selected core and access network equipment. Figure 76 shows the daily, weekly and 

monthly variations from the core network equipment. 
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Figure 76: Traffic profile of core GRNET network router (peering with GEANT). Left: daily, Centre: weekly; 

Right: monthly. 

Similar information is available for network routers in Figure 77, as well as access networks and 

GRNET power users in Figure 78. 

 

Figure 77: Daily traffic profile of core GRNET network router (Incoming and Outgoing traffic). 

 

 

Figure 78: Daily traffic profile of access network switch (left) and a GRNET power user (client connected at 

10Gbps). 

Based on the collected statistics and diagrams (as shown above), it could be argued that the traffic 

in GRNET network nodes follows a homogeneous pattern, giving initial indications that there is 

room to deploy smart energy-efficient strategies and thus improve the energy-efficiency of the 

network. 

Flow level analysis 

In the absence of a unified method for data flow statistics collection in GRNET network, a traffic 

matrix estimation methodology is applied having as input the distinct link loads so as to be able to 

determine network flows between all source-destination pairs. This estimation procedure is 

expected to be assisted in the future by partial flow-level measurements in order to produce more 

accurate estimates. In the following first we present the traffic matrix estimation approach while 

then we provide answer to a set of statistical questions regarding the origins and destinations of 

traffic as well as regarding transit traffic. 
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Traffic matrix estimation 

A traffic matrix (TM) provides, for every ingress point   into the network and every egress point   
out of the network, the volume of traffic     from   to   over a given time interval. Traffic matrices 

are critical inputs to network design, capacity planning, reliability analysis, traffic engineering and 

business planning.  

The TM may be computed in a direct manner by collecting flow-level measurements at ingress 

points of the network. However, this turns into a great burden for network providers since it 

requires collecting a huge amount of traces per day while it demands additional features on all 

routers and the whole collection procedure often reduces a router’s forwarding performance. These 

drawbacks along with other practical and compatibility problems in infrastructures with diverse 

equipment, make network wide flow-level measurements difficult if not impossible. This fact has 

triggered research in traffic matrix estimation using easily obtainable information. Information 

utilized from proposed TM estimation methods in order to produce their estimates consists of: 

 link loads (counts) most commonly obtained in every network with SNMP, 

 routing information (weights on links) that permits producing the routing matrix of the 

network, 

 additional topological information regarding the role of each node (e.g. peering node, 

access node) and 

 assumptions on the distribution of demands. 

Let there be   network nodes and   directional links, then there will be           source – 

destinations (SD) pairs. Let   be the traffic matrix with dimensions   x   where    (element at the 

   row of the matrix) is the data transmitted by the SD pair          . Let   be the matrix of link 

loads (counts) with dimensions   x   where    (element at the     row of the matrix) is the load of 

link         . Let   be the routing matrix with dimensions   x   where      (element at the     row, 

   column of the matrix) is equal to   if link   belongs to the path associated to SD pair  , 

otherwise is equal to  . Then the following equation holds: 

        (1) 

In TM estimation equations   and   are known while   is the unknown. This matrix equation is 

under constrained (ill-posed) since     allowing many solutions. The TM estimation methods 

base their operation in figuring out which TM is the most likely one. Popular methods include 

linear programming, which introduces new objective functions and/or constraints and solves an 

optimization problem to decide an estimate of the TM [103], and methods that make assumptions 

on the statistical distribution of the TM in order to develop TM estimation techniques [103]. A 

noticeable development in the area is the introduction of the gravity models and related techniques 

[105][106]. 
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Let the total inbound flow   
    from a source node   be the sum of the loads over all the inbound 

edge links from   and the total outbound flow   
    to a destination node   be the sum of the loads 

over all the outbound edge links to  . It has been observed [104] that for each fixed source node  , 

the distribution of the inbound traffic   
   from s to different destinations   is approximately 

proportional to the total outbound loads   
    these destinations receive. Formally, this is called the 

gravity model and can be written as: 

  ̃  
   

       
   

 
    (2) 

where   ∑   
  

  ∑   
   

    ,   are respectively the source and destination nodes for the     

SD pair and   ̃ is the corresponding component of the simple gravity solution  ̃. 

 ̃ matrix is an approximation of the traffic matrix but clearly does not satisfy the constraints for 

the link loads (eq. 1). A simple tomogravity model performs a two-step modelling:   

 At the first step, it obtains an initial solution, by applying the Gravity Model. 

 At the second step, it performs a tomographic estimation, according to which the initial 

solution is refined by applying quadratic programming to minimize the distance to the 

initial solution, subject to tomographic constraints (link counts). 

The simple tomogravity solution is the result of the following optimization problem: 

       {‖   ̃‖      }   (3) 

where ‖ ‖ denotes the         of a vector
6
. 

More general tomogravity solutions have been introduced, where the edge nodes are further 

classified as “access” or “peering” [104]. According to [104] tomogravity models have been found 

to perform quite well, with an average error in estimation of about 12%. Furthermore, if there are 

known TM rows from direct flow measurements these may highly assist the model to produce a 

more accurate solution and reduce the estimation error. 

Traffic matrix estimation procedure 

We implemented the simple tomogravity method in order to produce the GRNET network TM. 

The full network topology consisting of Layer 2 and Layer 3 parts is shown in Figure 79. In order to 

capture the essential information regarding traffic flows, while reducing the size of the problem we 

consider the topology shown in Figure 80 which is the product of a procedure that performs:  

 geographical aggregation, 

 removal of the alternative backup links while 

 preserving backbone links and  

 considering power users. 

                                                 

 

6 For a real vector   [

  
  

 
  

], ‖ ‖  √  
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Then, for the abstracted topology shown in Figure 80 the routing matrix   is computed performing 

Dijkstra’s shortest path algorithm with the weight actually used in our network for each link equal 

to 
                     

          
. 

The average monthly loads of the links of the network have been gathered
7
 and are used to form 

the   matrix. 

Then, we consider solving, using OPL CPLEX
8
, a more constrained version of the optimization 

problem presented in eq. 3, in order to further restrict the solution space and get a good solution in 

shorter time. The details are provided in the following. 

Let  ̃ be the simple gravity solution computed for the GRNET network. Let    be a matrix with 

dimensions  x  where   
  (element at the    row of the matrix) is equal to -1, if the corresponding 

row of the traffic matrix is not known from flow measurements or known policy and equal to the 

actual flow volume, if it is known. We consider that every network node has information to 

exchange with every other node of the network unless this is not allowed by the policy followed. If 

some nodes do not communicate with each other due to the network policy or if some flows have 

been actually measured, this is expressed by matrix     Furthermore, we have taken into account 

that the volume of a flow from an origin to a destination will not be higher than the minimum load 

of a link in the path from the origin to the destination. The optimization problem solved follows. 

minimize ‖   ̃‖ 

subject to  

          

         
        

         // known traffic matrix rows   

                
         // lower bound 

                                  // upper bound     

The solution to the above problem giving an estimated TM for the GRNET network has been 

estimated, taking into account that GÉANT, GRIX
9
 and AMSIX

10
 according to the followed policy 

do not exchange any volumes with each other. 

Outcomes 

The estimated TM for the GRNET network assists us in extracting a series of quantitative results 

and consequent qualitative results regarding the network traffic. These results are a useful input 

when either reconsidering network design or considering traffic engineering approaches especially 

when this is done from the energy aware perspective. 

Given the estimated TM, the following questions are considered: 

  

                                                 

 
7 http://mon.grnet.gr/ 
 
8 http://www-01.ibm.com/software/integration/optimization/cplex-optimization-studio/ 
 
9 GRIX is the Greek internet exchange node providing interconnectivity between Greek ISPs, http://www.gr-ix.gr/ 
10 AMSIX is the Amsterdam Internet Exchange, http://www.ams-ix.net/ 

http://mon.grnet.gr/
http://www-01.ibm.com/software/integration/optimization/cplex-optimization-studio/
http://www.gr-ix.gr/
http://www.ams-ix.net/
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1. What is the percentage of the incoming traffic to a node that terminates at the node?  

Let      be the traffic flow volume from a network node   to node   and       be the 

downstream traffic load of a link between node   and node  . For a node   the requested ratio is 

expressed as: 

   
∑      

∑      
 

2. What is the percentage of the incoming traffic to a node that traverses (passes through) 

the node? 

For a node   the requested ratio is expressed as: 

   
∑       ∑      

∑      
 

3. What is the percentage of outgoing traffic from a node that originates from the node? 

For a node   the requested ratio is expressed as: 

   
∑      

∑      
 

4. What is the percentage of outgoing traffic from a node that traverses the node? 

For a node   the requested ratio is expressed as: 

   
∑       ∑      

∑      
 

The following stands: 

   ∑    

 

    ∑    

 

 

 

5. What is the percentage of the total traffic served by the node that terminates at, or 

originates from the node? 

For a node   the requested ratio is expressed as: 

   
∑       ∑      

∑      ∑       
 

where ∑      ∑        ∑      ∑        is the total traffic served by the node 

consisting of the traffic originated by the node, the traffic terminated to the node and the 

traffic that traverses the node. 
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6. What is the percentage of the total traffic served by the node that traverses the node? 

For a node   the requested ratio is expressed as: 

   
∑       ∑      

∑      ∑       
 

7. What is the percentage of the total network traffic that is originated by a node? 

For a node   the requested ratio is expressed as: 

   
∑      

∑ ∑       
 

where ∑ ∑        ∑ ∑        is the total network traffic as the sum of all network flows. 

 

8. What is the percentage of the total network traffic that is terminated at a node? 

For a node   the requested ratio is expressed as: 

   
∑      

∑ ∑       
 

9. What is the percentage of the total network traffic that traverses this node? 

For a node   the requested ratio is expressed as: 

   
∑       ∑      

∑ ∑       
 

The aforementioned ratios are computed and the results lead to the following selected 

observations: 

 Regarding the origins of the traffic 

o ~32% of the total network traffic is originated in Athens (ATH and power users 

NTUA, UOA) and ~33% of the total network traffic is incoming traffic from 

GÉANT. Significant percentages of traffic are also originated in campuses or cities 

LANs-MANs (4.09% in HERSW1, 5,.2% in PATSW, 1.95% in NTUA, 1.9% in 

XANTHISD). Traffic originated from GRIX is 2.83% of the total network traffic. 

 Regarding the destinations of the traffic 

o ~36% of the total network traffic is terminated in Athens, ~35% of the total network 

traffic is outgoing traffic to GÉANT and ~10.5% of the total network traffic is 

outgoing traffic to GRIX. Traffic terminated in NTUA is 8.13% of the total network 

traffic.  

 Regarding transit traffic  

o The transit traffic in Athens is ~40% of the total network traffic. The corresponding 

percentages for the rest core IP router nodes are below 4% (3.59% for LRS, 3.14% 

for PAT, 2.87% for THES, 2.77% for SYR, 2.35% for XNT, 0.59% for IOA and 

0.01% for HER). The remaining nodes in the network do not carry transit traffic. 
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o In Athens (ATH and power users NTUA, UOA), 54% of the total served traffic by 

the node is forwarded to other nodes (transit traffic). The other core IP routers 

(except HER) carry transit traffic in percentage that varies from 20% to 80% of each 

router’s total served traffic; in Patra (PAT) (56%), Ioannina (IOA) (22%), Xanthi 

(XNT) (80%), Thessaloniki (THES) (63%), Larisa (LRS) (67%) and Syros (SYR) 

(72%). The router in Patra forwards transit traffic passing through the nodes 

ATHIOA, the router in Ioannina transit traffic passing through the nodes 

IOATHES, the router in Thessaloniki transit traffic passing through the nodes 

LRSXNT, LRSIOA and IOAXNT, the router in Xanthi transit traffic 

passing through the nodes SYRTHES, the router in Syros transit traffic passing 

through the nodes ATHHER and XNTHER, and the router in Larisa transit 

traffic passing through the nodes ATHTHES. The core router in Heraklion 

(HER) does not carry transit traffic. 

 Regarding geographical distribution of the traffic 

o If the Athens node is abstracted so as to include capacity demanding local customers 

(NTUA, UOA) as well as third party networks that interconnect with the GRNET 

network at the Athens area (GEANT, GRIX, AMSIX) then the analysis show that 

70.18% of the overall network traffic is produced at the extended Athens area. From 

this amount, 80.88% of the traffic is internally consumed and the rest 19,12% of the 

traffic is directed outside the Athens area. Moreover the amount of traffic that is 

directed to the extended Athens node from customers outside Athens accounts for 

23.5% of the total traffic. Hence 93.23% (70,18+23,05) of the total network traffic is 

either produced at the extended Athens node or directed to it from the rest of the 

network. 

Clearly, there is a high percentage of aggregation of traffic in Athens while in comparison the 

remaining routers may be considered as underutilized. Furthermore, traffic from and to GÉANT 

and GRIX is almost 81% of the total traffic. The obtained outcomes are considered as a valuable 

input that will drive our energy aware traffic engineering study. 

Concluding remarks and energy efficiency perspective 

Results have not revealed any kind of energy proportionality to the traffic served by a network 

device. However, it seems that there is space for energy gains by altering link speeds or by even 

rerouting traffic and shutting down network equipment according to usage patterns. Furthermore, it 

seems that network consolidation strategies may also be highly applicable. However, employing 

such approaches requires several other considerations. Towards our next step to consider energy 

aware traffic engineering strategies, power consumption measurements along with detailed link 

utilization measurements and the estimation of the traffic matrix assisted by partial actual flow-

level measurements are considered as valuable tools. 
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Figure 79: GRNET L2 and L3 network topology. 
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Figure 80: GRNET network topology abstraction. 
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4.2.3 Reference Internet Service Provider scenario by NASK 

The NASK network 

The networking infrastructure owned and administrated by NASK is comprised by three networks 

of different kinds: 

 Metropolitan area network in Warsaw, connecting mainly academia and public institutions, 

 Country-wide area network, connecting wired and wireless access points in major Polish 

cities as well as locations in rural regions supported by governmental programmes, 

 Wireless 3.5-3.7 GHz base stations in major Polish cities and in the rural regions. 

 

 

 

WAN wired access points 
WAN wired and wireless access points  

Figure 81: Topology of metropolitan (left), WAN and wireless (right) NASK networks. 

The reference scenario concerns the metropolitan network, although many of the observations 

given below are valid also for WAN and wireless networks. The Warsaw metropolitan network has 

been chosen because of its adequate complexity, substantial link capacities and networking 

equipment capabilities. Built with gigabit switches, it makes possible to easily profit from green 

technologies both in data and control planes. It would become the first field where any new power 

saving equipment could be installed. 

The profitability of any new technology to be deployed in an ISP’s network is, as in any other 

case, a simple balance of the technology costs and benefits. In the case of the technology to be 

developed in the ECONET project, the final costs are still unknown. Even with green network cards 

prototypes developed, the final cost will depend on the production volume of their marketable 

counterparts. NASK, being a small operator, can benefit best only if the green networking 

technology is mature and relatively cheap, unlike for big telcos, capable of generating huge demand 

for the cards and negotiating good prices. 

Whatever the costs will be, it is possible now to estimate benefits from the deployment of 

ECONET technology. If the power (and cost) reduction is to be perceptible, the power costs 
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themselves must first be measurable. Simple as it may seem, it is often not the case in the NASK 

metropolitan network. A part of its points of presence (POPs) operates in locations where no energy 

accounting takes place. It is even hard to estimate the part of the contracted rental lump sum that 

shall be attributed to energy costs. Therefore, ECONET technology deployment should take place 

only there where energy consumed is properly metered, unless one cares only for global carbon 

footprint. 

Another deployment criterion is the possibility of ECONET technology installation on both ends 

of a network link. This is not a strict requirement – otherwise going green at one node would imply 

doing it in the whole network; however, having compatible equipment at both link ends gives us 

more saving from low-level traffic control procedures. Alternatively, connecting green and non-

green devices we can mainly gain from putting the link down altogether, when it is not really 

needed. 

Finally, the new technology should be deployed first on the links where the potential for energy 

reduction is high. A good approximate of the potential is unused link bandwidth, expressed in 

absolute terms. The unused bandwidth is calculated as the difference of link capacity and the link 

utilization, averaged over a long horizon, i.e. in the order of weeks. Such measure is proposed on 

the assumption that a green device adapts to any traffic change: in practice there is the interplay of 

traffic and local control strategy dynamics, and the accurate measure of potential savings should be 

more complex. 

NASK network equipment and typical energy consumption 

The major part of NASK Warsaw metropolitan network is composed of Juniper and Cisco 

Ethernet switches, operating in 1 GB copper and fibre optic links. In residual parts of the network 

ATM technology is still in use. Below we give the most frequently used equipment models in 

NASK network and their declared power requirements for the respective configurations: 

 Juniper M7i switch – 378 VA 

 Juniper M10i switch – 576 VA 

 Juniper M120i switch – 2150 VA 

 Cisco Catalyst 6500 switch – 1300 VA 

 Cisco Catalyst 8540 switch – 1760 VA 

 

Figure 82: Power consumption in NASK network devices. 
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Typical graphs of power load reported by a UPS are presented in Figure 82. By observing the 

“OutputPower-1” and “2” graphs, one can learn that some devices exhibit slight daily variation in 

power consumption, weakly but evidently correlated with traffic volume, while others do not. The 

conclusion can be that there are already standard low-level Ethernet green features active in the 

network but the degree of savings is almost negligible. 

NASK traffic profiles and volumes 

The first link to be described goes to the NASK hosting and collocation centre where energy 

consumption is, naturally, properly measured. Traffic profiles for various time horizons are 

presented in Figure 83. The link selected is generally slightly loaded (w.r.t. link capacity of 1 Gbps), 

although the long-term trend is going up. The statistics show huge load variations, from almost zero 

to some 100 Mbps (which is probably the bottleneck in some access network of NASK academic 

customers). However, relative traffic load is so light that it might be argued if ECONET power 

scaling features would be able to handle such subtle changes, i.e. by a small fraction of link 

capacity. On the other hand, small traffic load prompts to apply ECONET distributed control 

strategies, and to route this traffic around using links that are already considerably loaded. 

a)  

b)  
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c)  

d)  

Figure 83: Daily (a), weekly (b), monthly (c) and yearly (d) traffic profiles. 

Another link is the interconnection to a big Polish telecommunication operator. Therefore, the 

link goes outside the NASK network, so proper energy measuring at the far end is irrelevant. Much 

more important is the ability of both operators to deploy green equipment that enables efficient 

power scaling. Observation of Figure 84 shows a big variability of the traffic, like for the link 

described previously. Also, the link utilization is much higher than previously, and the peaks can 

reach up to 90 % of the link capacity. But generally the traffic is much smoother, probably because 

statistical multiplexing takes place. One should also observe occasional gaps in statistical data, 

including the weekend of Dec. 25/26. Such white spots could be also observed in previous series of 

graphs in Figure 84. 

Summarizing, neither lightly loaded nor interconnection links should prevent us from green 

technologies deployment. However, the current business attitude towards energy saving is far from 

the desired state: nowadays it is too often assumed by NASK contractors that energy consumption 

is constant and, if so, it needs not to be measured in any way. If it were measured, it would affect 

the algorithm splitting common costs across services. 
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a)  

b)  

c)  

d)  

Figure 84: Daily (a), weekly (b), monthly (c) and yearly (d) traffic profiles. 
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Energy costs affect, as any other costs incurred, the final cost of all services offered by NASK. A 

complex cost assignment strategy is currently applied to calculate costs of services. One particular 

innovation of the cost assignment strategy is how common costs are split across services – given the 

fact that those services often rely on each other. 

First, services are qualified to four major layers: transmission, ATM, Ethernet and IP. Likewise, 

network devices located in every PoP can be qualified to those service layers. For a given POP, let 

us denote total depreciation of devices in layer l{transmission, ATM, Ethernet, IP} by dl. The 

ratio dl / ∑idi of depreciation in layer l to the total depreciation of all network devices (i.e. those that 

can be assigned to any service layer) determines how the cost non-applicable to any layer will be 

split across service layers. Such non-applicable costs include rent, maintenance (general, UPS, 

cabinets, air-condition etc.), depreciation (UPS, cabinets, air-condition) and electricity costs. 

In the current setting, electricity costs affect costs in all service layers in proportions depending 

on the equipment acquisition cost. Any cost reduction from ECONET technology application will 

therefore be properly allocated geographically, as the common costs splitting is performed 

per PoP – but it will affect all service layers regardless of the service where actually savings have 

been done. This will lead to cross-financing of services: those provided with energy-efficient 

technologies will support energy-inefficient ones. Thus, any investments in green technologies will 

affect economy of network operation only by their acquisition costs. 

Such approach must be subject to change. Otherwise, saving allowed by the application of some 

energy efficient technology, bought at decent prices, will not significantly decrease costs of 

networking services using the technology. Instead, they disperse across all services offered. They 

will not be perceptible by final customers and, even worse, they will go unnoticed by the 

controlling department, and eventually no incentive for further investment in green technologies 

will be seen. 

The current cost scheme must be therefore changed to direct energy saving to services properly. 

An initial, rough approach may consist in measuring energy consumption by selected (i.e. “green” 

devices), and attributing energy cost directly to the appropriate service layer. This requires energy 

consumption data to be acquired, transmitted, stored and processed. Using cheap, mechanical 

energy meters means high operational costs; on the other hand, deployment of meters with 

communication capabilities is more costly. 

Another approach is based on traffic measurements. If the relation of power consumption to 

traffic volume for a device is known, then energy saving can be computed from traffic statistics, 

like those presented in the figures above. Moreover, in such approach saving can be attributed 

directly to specific links, or “relations”. The concept of a relation is already present in the current 

NASK cost model, and the costs of a relation comprise port and link costs, and common costs 

assigned in a manner similar to what was already presented here. 

4.3 Energy efficiency requirements and target energy saving for next 
generation networks devices 

As outlined in section 3.3, the need for greenhouse gas reduction and the energy efficiency 

requirement of telecom and ISP operators is so urgent and heavy, that the same sustainability of 

next-generation Internet architecture will be certainly affected. Obviously, energy efficiency and the 

massive adoption of novel green network devices will play a central role in helping telecom 

operators (and their customers) to reduce their OPerating EXpenses (OPEX), which today mostly 

arise from their electric energy bills. At the same time, the massive and fast adoption of such green 
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equipment will certainly depend on the CAPital EXpenses (CAPEX) that will be required for their 

deployment. Only if the OPEX saving expected from green network technologies and devices will 

largely overcome CAPEX figures, it is reasonable to suppose a fast deployment of a greener 

Internet. 

In this respect, an explanatory example comes from optic technologies for broadband access (e.g., 

GPON). Notwithstanding their energy requirements are usually much lower than copper-based 

protocols, (e.g., DSL), the available bandwidth, and their maturity levels, their deployment is still 

much limited all around the world. This limited deployment is substantially due to the enormous 

investments (especially related to excavations), which are required to replace last-mile copper 

cables. For instance, Telecom Italia owns today more than 100 million km of copper cables. Thus, 

next research efforts on network energy consumption have to heavily take copper-based broadband 

access protocols into account. 

For similar reasons, clean-slate approaches may be too hazardous in terms of investments, since, 

by definition, they are not compliant with legacy network technologies, so they may consequently 

require the replacement of all network devices and links. In this context, the main mission of the 

ECONET project is to explore approaches and technologies economically viable, and that can be 

deployed for disruptively reducing the energy consumption of current networks at short-terms. 

Moreover, clean-slate approaches may certainly have a negative impact on green-house gas 

emissions, because of the embodied carbon footprint for the massive replacement of network 

equipment. 

For this purpose, the ECONET consortium is considering the internal organization of current 

networks and devices, trying to identify the most energy starving sources and exploring new 

solutions for reducing their requirements. Nowadays, it is widely recognised that the sole 

introduction of low consumption silicon elements may not be sufficient to effectively curb 

tomorrow’s network energy requirements. Based on this assumption, the ECONET project will 

investigate, develop and test new capabilities for the Future Internet devices that can enable the 

efficient management of power consumption in order to strongly reduce the current network energy 

waste. 

The ECONET project will therefore be devoted at re-thinking and re-designing wired network 

equipment and infrastructures towards more energy-sustainable and eco-friendly technologies and 

perspectives. The overall idea is to introduce novel green network-specific paradigms and concepts 

enabling the reduction of energy requirements of wired network equipment by 50% in the short to 

mid-term (and by 80% in the long run) with respect to the business-as-usual scenario. 

To this end, the main challenge will be to design, develop and test novel technologies, integrated 

control criteria and mechanisms for network equipment enabling energy saving by dynamically 

adapting network capacities and resources to current traffic loads and user requirements, while 

ensuring end-to-end Quality of Service. This will be performed at all the various levels of real-

world wire-line networks: from the home gateway and access devices, to the ones working at metro, 

transport and core levels. ECONET solutions for saving energy must obviously target the features 

and working constraints of each single network layer, but they will need to be led back to two main 

enabling techniques: 

 Power scaling: for tuning the energy consumption with respect to the real utilization of the 

hardware resource, without losing any network functionality. 
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 Smart Standby: for intelligently putting the hardware resource in very low energy modes, 

temporarily losing the largest part of its network functionality, and to intelligently migrate 

its software/protocol state elsewhere in the network. 

Such techniques will be included in the data-plane of all the devices above mentioned, and 

controlled through control processes, which will estimate the network conditions (e.g., traffic loads, 

QoS, state of neighbouring devices, etc.) and will decide the new energy-aware configurations in an 

autonomic or user-guided way. 

The use of these two capabilities will provide a composite “energy profile” to next-generation 

network devices, or their subcomponents (e.g., packet processing engines, link interfaces, etc.). As 

shown in Figure 85, when devices or parts of them will be not used in the long term (e.g., redundant 

hardware placed in the network for resilience purposes), they can use smart standby techniques for 

entering sleeping modes and saving energy. When devices are fully active, they can use power 

scaling techniques for modulating their capacities with respect to the actual incoming load. 

 

Figure 85: Power scaling and smart standby impact on the “energy profile” of network devices. 

For example, as far as the core/transport level is concerned, smart standby primitives can be 

reasonably used for sleeping redundant hardware devices or components. During low traffic 

periods, the traffic paths can be modified in order to empty and to sleep further links, hardware 

modules, or entire network devices. In this respect, the use of state-of-the-art optical technologies 

(e.g., ROADM, see section 0) can enable next-generation networks to dynamically manage, through 

reconfigurable optical bypass [115][116][117], the number and the density of silicon-based devices 

(which usually contain most of the network intelligence, but they are the most energy-starving part 

of it). 

The final objective of the project is to provide of proof-of-concept prototype including advanced 

power management capabilities, able to halve the energy consumption of an operating network 

(including the customer premises equipment). An analytical presentation of the energy-aware 

design space is provided in sections 5.1 and 5.2 for the data and control plane respectively. In 

summary, in a next-generation network of a Telco or of an ISP, the ECONET technologies will 

allow: 

 Load dependent power consumption: Consume energy with respect to the real traffic 

carried in the network, and not with respect to the deployed link/device capacities. 

 Enabling sleeping modes: put redundant or hardware components (e.g., links, cards, etc) 

not used in the long-term (e.g., hours, days) in sleeping modes without causing network 

instabilities or service interruption. 
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 Network support for sleeping states of networked devices: design new network paradigms 

for supporting the standby modes of networked devices like PCs, set-top-boxes, etc. 

without making them “fall off” the network.  

 Apply energy aware traffic engineering techniques: since networks contain multiple 

alternative paths to each core network node, specific links could be considered as back-up 

links and be active only when congestion is present in the network and thus load 

balancing is considered necessary. 

 Install novel home-access technologies for putting the entire access chain to sleep during 

user absence: standby modes of home gateways and DSLAM ports need to be 

synchronized in order to save energy at the customer home, and in the central office 

equipment. 

 Apply virtualization techniques in core IP network nodes as well as in data centers: novel 

virtualization strategies should be developed in order to provide smart (static or dynamic) 

consolidation of several physical routers and several physical servers in one virtualization 

capable router and server, respectively, in order to reduce the number of up and running 

devices consuming energy.  

 Design autonomic mechanisms for distributed monitoring of energy consumption in 

network links and nodes: based on the collected data, energy optimization decisions may 

be taken for the network. 

The rest of this section will discuss the requirements and the research and development actions 

needed for designing energy-aware optimizations for next-generation network devices, able to 

disruptively reduce their consumption levels (80% in the long run). The research and development 

actions here proposed trigger from the energy consumption characterization of today’s network 

devices performed in subsection 4.1, and are expressed per device sub-components in order to 

better identify where the ECONET research and development effort need to be focused for 

maximizing its impact. 

For each required action, the consortium also identified some performance targets. These targets 

have been derived by the ECONET consortium with a two-fold approach: 

 by starting from today’s technological opportunities and first projections on technologies 

to be exploited in the project (see section 4.4); 

 by considering the usual working conditions, device configurations, and traffic load 

profiles of current and next generation networks (see section 3). 

Where possible, the targets have been expressed in a uniform and synthetic way through a small 

subset of parameters that try to parameterize the device’s energy profile above introduced (Figure 

85). In more detail, α represents how much energy can be saved if the device (or a sub-component) 

enters sleeping modes; β represents the energy consumption gain between the state where the 

device is active but idle and the state when it is loaded at full of its capacity. Additional gain can 

also be induced in air cooling systems and power supplies thanks to the reduction of operative 

energy requirements of network specific hardware. 

Obviously, these ambitious goals cannot be achieved simply by enabling power management 

hardware primitives, but they must be supported by network specific mechanisms, protocol 

extensions, and/or smart procedures to avoid performance/stability drawbacks, and to maximize 

their impact/exploitation. A first introduction on the specific technological solutions for enabling 

power management capabilities without causing such drawbacks is provided in section 4.4. 
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The ECONET consortium strongly believes that if the ECONET technologies will be compliant 

with these performance targets, a 50% reduction of energy consumption at short-term will be 

possible, and it will be possible cutting 80% of consumption in the long term with respect to a 

business as usual scenario through further technological refinements.  

4.3.1 Energy saving requirements and targets for network terminations  

For energy usage, in addition to the power limits compliance as stated by EU CoC, there are a 

number of functional requirements the Network Terminations (NT) with routing functionalities 

should support. An initial list of those requirements is here proposed, most of them derived by 

contribution given by ECONET partners to the energy task force of the Home Gateway Initiative, 

further elaborated and customised taking into account of scope, scenarios and objectives of 

ECONET Consortium. In Table 20, the basic requirements are reported, in terms of functionalities 

and performance indicators, to be satisfied by a network termination with routing and home 

gateway functionalities on board. 

Table 20: Requirements for network terminations. 

Network 
Termination 
component 

Nominal Traffic Topology Access speed Energy usage 
Service constraints 

for energy usage 

LAN 

nominal bitrate of 
Fast Ethernet (100 

Mb/s), Gigabit 
Ethernet (1000 

Mb/s), Wi-Fi 
802.11n (300 Mb/s, 
mean actual value 

100 Mb/s) 

NT is the 
centralized point of 
connection for all 

devices in the 
LAN, and includes 

both Ethernet 
switches and Wi-Fi 

access point 

NT must 
support nominal 
bitrate of ADSL, 

ADSL2+, 
VDSL2 if the 

physical WAN 
interface is 
copper pair, 

FTTH GPON if 
the physical 

WAN interface 
is optical 

Power 
consumption: 
compliance to 

EU CoC v4 

Need for real time 
availability of 

interfaces for voice 
services (ETH, Wi-
Fi). Small latency 
needed for other 

services to pass from 
low to full power (e.g. 

IPTV) 

FXS and 
USB 

USB: max. nominal 
bitrate as per USB 
specifications (480 

Mb/s) 
FXS depending on 
codecs, max. 288 
kb/s considering 
wideband codecs 

USB and FXS are 
in fact expanding 

the NT capabilities 
allowing to connect 

voice terminals, 
HDDs, USB keys 

for various 
purposes etc. All 

these devices must 
be powered by the 

NT 

Need for real time 
availability of 

interfaces for voice 
services (FXS) 

Triple Play 

Combination of 
traffic related to at 

least three Eth 
ports and Wi-Fi 
connection plus 

USB stream. 
Variable depending 

on service 
scenarios. 

NT acts as router 
and centralized 

connection 
manager for all 

devices 

Need for availability 
to remote access for 

service purposes 
(e.g. remote 

programming of a 
STB connected to the 

NT) or remote 
management (e.g. 

FW upgrade of NT or 
home network 

devices) 

 

In Figure 86 it is shown the internal architecture of a HG and how it interacts to the external 

peripherals, based on the Lantiq XWAY VRX288 HG. 
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Modern system-on-chips provide both digital and analogue integrations enhancing power savings. 

Lantiq XWAY VRX288 is a universal 6-band DSL System-on-Chip (SoC) in combination with 6-

band single chip Analogue Front-end and Line Driver (AFE and LD) (Figure 87) that is specifically 

designed to be used in HGs. As shown in Figure 87, the SoC supports many communication paths 

providing full “triple-play” support. On the left side, the AFE interfaces to the DSL.  

 

Figure 86: XWAY application example. 

 

Figure 87: XWAY block diagram. 
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In general, the NT must support power management functionality, forcing subcomponents to the 

mode of lowest power consumption that can still support the set of active services. This must be 

based on automatic activity level detection without requiring any user intervention. Table 22 shows 

estimations at different action levels for the efficiency that can be reached by the use of the 

ECONET innovations. For HGs the optimizations are focused at the data plane. The control plane 

at this network level is supposed to have minimum impact on power losses given its simplicity. 

Local interfaces and network termination links have the biggest margin of power saving increase. 

On the other hand, the packet processing can be less optimized since, as stated in previous sections, 

the processor is active for every service the HG must support. Air cooling efficiency can be 

increased only by a more efficient heat sinks design or better low-power small fans. However the 

passive cooling is preferred in HG devices. The power supply, generally composed of an external 

part, has a good margin of optimization. The control of the external power supply is suitable to 

reach 0 W power state. Internal storage capacitors can serve deep low power modes without the use 

of the external supply. 

Currently a DSL interface can be kept idle at about 80% of its peak power consumption and a 

FXS idle at about 50% of its peak power consumption. The FXS peak is less than 2% of the overall 

consumption of a HG. DECT cannot be considerably reduced straightaway. WLAN can be reduced 

to 30% of the peak (Green AP mode) if no clients are available. Ethernet's green mode (EEE) can 

reduce the power during idle phases to less than 10% of its peak.  

In 5 years we do not expect major improvements on EEE and we expect green AP model to reach 

the same levels of EEE. FXS is expected to show dramatic improvements, but with low overall 

impact. DECT ULP is also expected to improve a lot its efficiency, so that a single AAA battery 

can power a DECT ULP link for 10 years. A control plane CPU with its subsystem is currently idle 

at about 60% of its peak power, because most of the gateway's software needs to be executed even 

if no traffic is flowing.  This is expected to considerably get reduced at less than 30%. 

Packet processing engines scale with the number of parallel engines required to process the 

traffic. In idle mode, one engine is active to serve traffic. By increasing the traffic level, more 

engines are active - usually 2 to 4. This implies that the idle power consumption of the engines 

ranges between 25% and 50% of the peak one.  DVFS (Dynamic Voltage and Frequency Scaling) 

techniques can reduce this value by 75%, so in 5 years from now an idle consumption around 6% of 

the peak one can be expected. GPON interfaces change this figure because they transport more data 

and demand more engines. G.fast (up to 2 Gbps) DSL would also present the same effect. 

Table 21: Device internal level of action for introducing energy-aware optimizations 

Resolution action level Plane 

Local interfaces Data 

Network termination link Data 

Packet processing engine Data 
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Table 22: Energy-saving targets expressed per resolution level. 

Local interfaces Short Term Long Term 

standby efficiency (α) 40% 50% 

performance scaling efficiency at 0% load (β0%) 0% 10% 

performance scaling efficiency at 50% load (β50%) 0% 5% 

air cooling (γ) 5% 10% 

power supply efficiency (γ) 40% 50% 

Network termination link Short Term Long Term 

standby efficiency (α) 5% 10% 

performance scaling efficiency at 0% load (β0%) 20% 30% 

performance scaling efficiency at 50% load (β50%) 10% 15% 

air cooling (γ) 5% 10% 

power supply efficiency (γ) 5% 10% 

Packet processing engine Short Term Long Term 

standby efficiency (α) 10% 20% 

performance scaling efficiency at 0% load (β0%) 20% 30% 

performance scaling efficiency at 50% load (β50%) 15% 20% 

air cooling  10% 20% 

power supply efficiency (γ) 10% 20% 

General power management requirements  

The NT must have an on/off switch, except where the NT needs to provide always-on services 

(e.g. some types of voice services, utility services, security services or guest access). It must be 

possible for the user to configure a number of periods (by specifying the days of the week when it is 

applied and the start and end time) during which the NT will operate with only a subset of 

interfaces active (for example during the night). The mode transition must be completed within 10 

seconds of the programmed start or end time. The user has to be able to configure which interfaces 

are active or inactive during the defined periods. 

It must be possible to individually deactivate (completely power down) and activate (power up) 

LAN side interfaces (e.g. Ethernet port 2 and FXS port 1) via local UI or remote management. In 

case of deactivation of interfaces, at least one LAN interface must remain active. Powering down all 

interfaces (so that the user will lock the NT) has not to be supported. It must be also possible to 

deactivate all power saving mechanisms for troubleshooting via local UI and remote management, 

as well as to (re)activate the power saving mechanisms that have been deactivated via local UI and 

remote management. 

The NT should provide some visual indication (e.g. LED) of which operational mode the NT is 

in. The NT should support a LED ECO mode including the provision of a dedicated ECO mode 

LED. In the case where the NT is in LED ECO mode the NT should provide an alternative way to 

check the system status (e.g. via local UI). The NT may record the relative power consumption (e.g. 
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in percentage of the maximum NT power consumption) in the operational mode of all 

subcomponents over time. 

Requirements on subcomponents 

Ethernet interfaces 

The NT Ethernet interfaces must be compliant with Energy Efficient Ethernet (IEEE 802.3az). 

The NT must be able to auto-power down a LAN Ethernet port when no electrical signal is detected 

for a period of 10 seconds so that Ethernet ports with no devices connected will be powered down. 

The NT must periodically send out link pulses while the port is in auto-power down mode. The NT 

must detect when an electrical signal is present on a powered down Ethernet port (i.e. if a device 

gets connected) and activate the port again within 3 seconds. It must be possible to disable the 

Ethernet auto-power down feature. 

CPU 

The instantaneous energy usage of the CPU must scale with its actual workload; this implies at 

least 3 power modes. CPU core(s) must support the low power wait instruction. The CPU core(s) 

should have power management with, for example, frequency and/or voltage scaling and software 

policies to dynamically adapt to changes in workload. The CPU subsystem may control the power 

modes of other subcomponents (e.g. USB, Ethernet, etc.) depending on their load (if not controlled 

autonomously). In multi-core implementations, unused CPU cores should go to their lowest power 

mode. 

Wi-Fi 

The NT must have a physical Wi-Fi on/off button. Operating the Wi-Fi on/off button must 

override any scheduled actions, i.e.  

 if the Wi-Fi interface is off, pushing the Wi-Fi on/off button must power it on until the 

button is pushed again or the next scheduled Wi-Fi off period begins.  

 if the Wi-Fi interface is on, pushing the Wi-Fi on/off button must power it off until it is 

enabled again by pushing the Wi-Fi on/off button. 

It must be possible to configure the Wi-Fi transmit power (e.g. to 4 predefined levels such as 

100%, 75%, 50% and 25%) via local UI and remote management. When in low power mode, the 

Wi-Fi interface must be able to handle user traffic within 3 second by leaving the low power mode. 

The Wi-Fi interfaces should go into a low power mode (e.g. power down RF chains in MIMO 

systems) when no user traffic is transmitted for a configurable period (e.g. 2 minutes). 

Voice (FXS, DECT) 

The voice subcomponent (FXS or DECT) must be put into a low power mode within 10 seconds 

of an on-hook trigger. The voice subcomponent (FXS or DECT) must be able to provide voice 

service within 1 second of an off-hook trigger or incoming call. The technique used to detect if a 

device is connected to the FXS port must not cause connected phones to ring or lights to flash. The 

NT must periodically check if a phone is connected to a FXS port which is in UNPLUGGED 

POLLING state and activate that port again on average within 3 seconds after going off hook. The 

NT may be able to detect a phone or other device connected to a FXS port and disable the port 

automatically if nothing is connected. The default time interval between checks is 60 minutes. The 



 

 

100 

 

  FP7-ICT-258454    D2.1 

DECT interface (if present) must support a base ECO mode to limit the transmit power depending 

on handset distance. 

Power supply  

The external power adapter must fulfil all the mandatory requirements defined in ETSI document 

ES 202 874-1 on Common Power Supply.  

4.3.2 Energy saving requirements and targets for access networks 

The MSAN (Multi Service Access Node) must support power scaling facilities in order to 

modulate the consumption in function of the workload. Since MSAN is an "always on" device and 

the lack of traffic on its ports it is almost improbable, a complete power down of MSAN parts on 

the data plane is not realistic. 

In order to examine energy saving requirements for access networks, we are based on the Lantiq 

VINAX V3 architecture that achieves low power functions by means of new power saving oriented 

design. VINAX V3 is a unified platform for ADSL and VDSL applications (Figure 88), that 

provides the necessary flexibility since it can be re-configured as ADSL2/2+, VDSL2 Profile 8, 

profile 17a and profile 30a (see Table 23). 

Table 23: VDSL profiles characteristics. 

Profile Bandwidth [MHz] Power [dBm] Max. Downstream [Mbit/s] 

VDSL2 profile 30a 30 +14.5 200 

VDSL2 profile 17a 17.664 +14.5 100 

VDSL2 profile 8a 8.832 +17.5 50 

VDSL2 profile 8b 8.832 +20.5 50 

VDSL2 profile 8c 8.5 +11.5 50 

VDSL2 profile 8d 8.832 +14.5 50 

 

Figure 88: MSAN architecture. 
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The MSAN energy consumption scales by the number of channels under the different workload. 

Therefore, the CPU frequency will not be scaled down based on the workload as workload is almost 

balanced with the scaling number of channels. In order to fulfil all requirements for next generation 

high definition IPTV as well as VoIP, the VINAX V3 chipset offers full standard compliance to all 

relevant DSL standards including G.INT (G.999.1), Retransmission (G.998.4), SELT and MELT 

(G.996.2), and Vectoring (G.993.5). 

Table 25 shows energy saving expectations for MSAN line drivers and packet processing 

engines. In the access scenario, the margin of power saving optimization is increased by the 

multiple presence of VDSL interfaces through which, a global power saving result in MSAN is 

achievable. 

Table 24: Device internal level of action for introducing energy-aware optimizations. 

Resolution action level Plane 

Line drivers Data 

Packet processing engines Data 

Table 25: Energy-saving targets expressed per resolution level. 

Line Drivers Short Term Long Term 

standby efficiency (α) 40% 50% 

performance scaling efficiency at 0% load (β0%) 20% 30% 

performance scaling efficiency at 50% load (β50%) 10% 15% 

air cooling/power supply efficiency (γ) 5% 10% 

Packet processing engines Short Term Long Term 

standby efficiency (α) 5% 10% 

performance scaling efficiency at 0% load (β0%) 20% 30% 

performance scaling efficiency at 50% load (β50%) 15% 20% 

air cooling/power supply efficiency (γ) 15% 30% 

 

Given the low-power architecture of nowadays SoCs, in order to increase the power saving the 

ITUT G.vector (G.993.5) [123] technique is introduced that allows expanded use of 100 Mb/s DSL. 

G.vector raises VDSL2 connection speeds up to 100 Mb/s at distances beyond 500 m from the fiber 

termination point with no transmit power increase and no Shannon-Law violation. G.vector simply 

removes most of DSL’s crosstalk noise, thus providing a very high throughput. A similar principle 

is used in well-known gigabit Ethernet connections. G.vector is still not regulated by the CoC. It 

can increase power saving since it permits to maintain the same QoS of the conventional 

technology at a reduced transmission power [124].  

Figure 89 represents a line card equipped with two VDSL digital front-ends and the G.vector 

engine. The requirements for MSAN include the vectoring function. Although the vectoring engine 

chip consumes power, the estimations reported in Figure 90 show that the power transmitted over 

the DSL lines can be largely reduced, because as an effect of the lower crosstalk noise, higher data 

rates can be achieved at a low power increment. 
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Figure 89: Vectoring Line Card. 

 

Figure 90: Power saving obtainable by vectoring. 

Based on the data in Figure 90, it is possible to see that for a given distance between the MSAN 

and the NT (for example 500 m), using the vectoring and keeping the same transmit power level (e. 

g. 2.5 dBm), the data-rate is considerably increased, from 25 Mbit/s to 110 Mbit/s. On the other 

hand, if the necessity is to save power, it is possible to see that, given a fixed bit rate (e. g. 50 

Mbit/s), by the use of vectoring the same performance is obtained spending only 2.5 dBm against 

the un-vectored 14.5 dBm of power. Besides, the distance is also increased to 900 m against 680 m 

for the 50 Mbit/s bit-rate example. G.vector, however, has the biggest impact on performance at 

shortest distance. At larger distance, from 1 km up, it tends to achieve the same trend of the un-

vectored case. This is because G.vector is a special equalization on DSL channels, in order to avoid 

one channel to cover with its power the adjacent ones, keeping them to lower power levels. When 
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the wire attenuation, with the increase of the distance, becomes consistent, the low power levels are 

more sensitive to it and the same bit-rate at shortest distance cannot be sustained. Accounting both 

the power consumed by the chip and the power consumed by the line drivers, a case study carried 

out within Lantiq forecasts a saving of about 2/3 on the total power consumption under normal 

operations. 

4.3.3 Energy saving requirements and targets for metro/transport devices 
(L2/L2.5 switches) 

The power consumption optimization of the L2/L2.5 switches, in next generation metro/transport 

networks, should be considered a win challenge. Four basic requirements are treated to enhance the 

power saving of L2/L2.5 switch devices in the ECONET project: 

 Lower power components: network elements should use low power components, such as: 

o lower power cooling fan units; 

o low power chips, with dynamic power modulation. 

 Power consumption metering of network element equipment devices: each network element 

equipment device (board, matrix, modules) should integrate circuits to implement the power 

consumption metering in a static and/or dynamic way. 

 On/Off/Standby mode for equipment devices: during periods of low network usage, traffic flow 

could be optimized in a way that a minimal number of network devices are used. The rest of the 

devices could be put into a standby/off mode to decrease the energy consumption. Furthermore, 

dynamic power modulation linked to the actual traffic load could be considered. Optimization 

should be performed in a coordinated manner, possibly across the network management system 

or network control plane. In addition to adjusting power to actual traffic (active scaling), a 

switch system should also support shutting down one or more of its units to achieve substantial 

power saving in “standby” mode. Standby mode is applied when one or more ports can be shut 

down due to inactivity of the port. The standby capability can be scaled up in modular switch 

systems to include shutting down an entire switching module when all of its ports are inactive. 

 Advertisement of green Traffic Engineering parameters and energy-aware routing computation: 

in ECONET the GMPLS signalling should be extended in order to advertise parameters related 

to the energy consumption for network resources.  These “green” parameters should model both 

fixed (i.e. network equipment power consumption) and dynamic values (i.e. traffic load, number 

of signal regeneration points on the path). The PCE computation algorithms must be able to take 

into account constraints related to the attributes describing the energy consumption for network 

resources. These constrained-based algorithms should be able to optimize the routes according 

to the combined impact of both resource types. 

Next generation switches should also support power saving at several levels. A switch system is 

usually composed of several HW components and one or more layers of software and firmware. 

The opportunity to save power depends on the existence of hardware mechanisms that allow the 

system to change its total power consumption. An additional power saving can come from 

manipulation of the switch working temperature. Usually a switch system has an active cooling 

system (fans, water cooling). The cooling system consumes a substantial amount of the switch 

power. By allowing the switch to operate at a higher temperature, a switch system can invest lower 

power into its cooling system. An important constraint to increasing the temperature is that the 

network processor power consumption rises at higher temperature. So, a balance point should be 

found between the fans’ power consumption and the system power consumption. 
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However, by actively scaling the power consumption of the HW to fit the actual traffic and lower 

the heat generated, we can achieve additional power saving from scaling down the cooling system. 

The following HW mechanisms are the main power consumers on a typical switch system: 

 Network Processor – The network processor handles the traffic flowing in and out of the switch 

system. The processor is composed of data handling units (SERDES), logical and memory 

units. These units should be designed in a way that allows scaling down their power 

consumption or even shutting them down when they are not in use. 

 Board hardware – Board HW should also be designed to be scaled down when not in use. An 

example for such HW can be memory arrays that are dynamically used by the network 

processor. 

 Cooling system – The following diagram shows the typical power consumption of a fan unit. As 

can be see, by allowing the fan to work at a lower speed or a lower air volume a switch system 

can achieve linear reduction in power consumption. 

 CPU – A managed switch usually has an additional management module that has a dedicated 

CPU to handle chassis and traffic management tasks. As in servers, an additional power 

reduction can be achieved by scaling down to consumption of the CPU unit according to the 

actual workload required from the switch. 

 

Figure 91: typical power consumption of a fan unit [Source:
11

]. 

The level of action and energy-saving targets related to the combined energy-aware optimizations 

introduced is synthesized in the following tables (Table 26 - Table 29). The following resolution is 

defined for action level: packet processing engines have to involve power scaling and standby on 

network processor, switch port units and board HW, switch modules have to support standby 

mechanisms and in the chassis, cooling systems and systems standby mechanisms have to be 

developed. 

                                                 

 
11 http://www.engineeringtoolbox.com/fans-efficiency-power-consumption-d_197.html  

http://www.engineeringtoolbox.com/fans-efficiency-power-consumption-d_197.html
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In Table 28 and Table 29 the level of action and energy saving targets are specified for the 

Alcatel Lucent 1850TSS160 switch. 

Table 26: Device internal level of action for introducing energy-aware optimizations. 

Resolution action level Plane 

Packet processing engine Data 

Module Control 

Chassis Control 

Table 27: Energy-saving targets expressed per resolution level. 

Packet processing engine Short Term Long Term 

standby efficiency (α) 20-30% 40-60% 

performance scaling efficiency at load (β) 10-15% 20-30% 

Module Short Term Long Term 

standby efficiency (α) 50-60% 80-90% 

air cooling/power supply efficiency (γ) 10-20% 20-30% 

Chassis Short Term Long Term 

air cooling/power supply efficiency (γ) 10-20% 20-30% 

Table 28: Device internal level of action for introducing energy-aware optimizations. 

Resolution action level for Alcatel Lucent 1850TSS160 Plane 

Lower power components Data 

Power consumption metering Data 

On/Off/Standby mode Data 

Advertisement of green Traffic Engineering parameters Control 

Table 29: Energy-saving targets expressed per resolution level. 

Alcatel Lucent 1850TSS160 Short Term Long Term 

standby efficiency (α) 0% 0% 

performance scaling efficiency at 0% load (β0%) 0% 60% 

performance scaling efficiency at 50% load (β50%) 0% 30% 

air cooling/power supply efficiency (γ) 30% 50% 

4.3.4 Energy saving requirements and targets for core devices (IP router) 

Next generation IP routers will have to support different energy saving mechanisms, ranging 

from power scaling to smart standby. Power scaling primitives will be used for active hardware 
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elements in order to modulate their working speeds with respect to incoming traffic loads, while 

standby modes will be applied to sub-components not actively working, such as redundant 

hardware components deployed for network resilience purposes. 

In order to maximize the energy-saving impact from the use of these primitives, and given the 

usual working setup, network scenario, and internal organization of IP core routers (see section 

4.1.4), such devices will have to support these primitives at various aggregation levels. 

Power scaling and standby mechanisms have to be supported on single link interfaces, on single 

packet processing engines, on single modules (grouping more interfaces and packet processing 

engines), on chassis (containing a number of modules), and on single devices’ chassis. These 

capabilities would be appropriately configured by control plane processes and policies depending 

on the router configuration, service requirements and/or incoming traffic loads. Such processes will 

span from local optimization policies to network-wide ones (e.g., traffic engineering), and they will 

be devoted to control the trade-off between energy consumption and network performance. 

A summary of actions required for developing next-generation “green” routers is presented in 

Table 30. Table 31 shows the ECONET targets, expressed as the minimum acceptable level of 

energy savings with respect to the full load consumption per each level of action resolution (i.e., 

link, packet processing engines, etc.).  

Table 30: Device internal level of action for introducing energy-aware optimizations. 

Resolution action level Plane 

Network interface Data 

Packet processing engine Data 

Module Data 

Chassis Data 

Traffic engineering Control 

Table 31: energy-saving targets expressed per resolution level. 

Network Interfaces Short Term Long Term 

standby efficiency (α) 40-70% 90% 

performance scaling efficiency at 0% load (β0%) 30-40% 50% 

performance scaling efficiency at 50% load (β50%) 15-30% 25% 

air cooling/power supply efficiency (γ) 5% 10% 

Packet Processing Engine Short Term Long Term 

standby efficiency (α) 80-90% 99% 

performance scaling efficiency at 0% load (β0%) 45-55% 60% 

performance scaling efficiency at 50% load (β50%) 20-30% 35% 

air cooling/power supply efficiency (γ) 20% 25% 

  



 

 

107 

 

  FP7-ICT-258454    D2.1 

Module Short Term Long Term 

standby efficiency (α) 50-70% 80% 

performance scaling efficiency at 0% load (β0%) 40-50% 60% 

performance scaling efficiency at 50% load (β50%) 20-40% 45% 

air cooling/power supply efficiency (γ) 20% 25% 

Chassis Short Term Long Term 

standby efficiency (α) 50-70% 80% 

performance scaling efficiency at 0% load (β0%) 40-50% 60% 

performance scaling efficiency at 50% load (β50%) 20-40% 45% 

air cooling/power supply efficiency (γ) 20% 25% 

Traffic Engineering (virtualization) Short Term Long Term 

standby efficiency (α) 
20% additional 

standby use 
30% additional 

standby use 

performance scaling efficiency at 0% load (β0%) - - 

performance scaling efficiency at 50% load (β50%) - - 

air cooling/power supply efficiency (γ) - - 

4.4 Summary 

In section 4, information has been initially provided regarding energy consumption figures of 

existing devices at the different levels of the network hierarchy, from termination to core IP routers, 

as well as the requirements set for lowering the energy needs of future devices.  

In the home networking part, it has been reported that home gateways are in standby mode for the 

largest part of the day confirming that access to their features is not continuous. The off period is 

usually during the night, while energy consumption caused by the power supply is actually the 

largest part of their overall energy consumption. Additionally, the best-in-class products do not yet 

represent the maximum efficiency that can be achieved, as the implementation of automatic power 

management mechanisms is still far from a widespread deployment. 

In the access part, it has been shown that the vast majority of the equipment measured has shown 

a good compliance with the power consumption targets set in the EC Broadband CoC. A huge 

difference can be depicted between the energy efficiency of broadband equipment related to the 

same time period but to different technologies. Based on the nominal peak rate per port divided by 

the related power consumption, ADSL2+ technology is ten times more efficient than the SHDSL 

one, while GPON technology is more than one hundred times more efficient than the ADSL2+. 

VDSL2 technology is two to three times more energy efficient than ADSL2+, while the GPON 

technology is evolving and can already guarantee four times the speed at less than double the 

power.  

In the metro/transport and core networking part, it can be claimed that IP routers have similar 

architectures with respect to high-end switching systems, since they usually have highly modular 

and hierarchical architectures. Operational power requirements of IP routers are mainly due to the 

data-plane that represents the most energy-starving and critical element in the largest part of 

network devices. Till today, energy efficiency in IP routers substantially means only maximizing 
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the ratio between the system capacity and its power consumption, without taking the possibility of 

adapting system performance to the real workload into account. For this reason, internal router 

components do not include power management capabilities like standby, low power idle or 

performance scaling. The power consumption of a switch is related to the number of ports, the 

speed / width of data per port, the chassis size, the use of active / passive cables and the existence or 

not of a management module. Based on measurements on Alcatel-Lucent and Mellanox switches, it 

has been shown that the major power consumers in switches are the leaf and the spines. Most of the 

power in these modules is consumed by the network processor, while the next big consumer is the 

use of active cable and then the cooling system. Furthermore, we have shown that developing new 

components with very high integration density and low voltage supply leads to a significant 

reduction in power consumption. 

Regarding network cards, the obtained results show that there is a clear indication on the lack of 

energy-optimization in the design of such boards. Energy consumption in network cards does not 

depend on the real utilization of the boards, but on the number of attached cables and the speed of 

links. In higher speeds, the power consumption of a network card is mostly composed of the power 

used by the network processor on the card itself.  

In addition to the energy consumption figures of various devices, specific results have been 

presented from experiments that were performed to determine how much energy is consumed by 

typical network devices under various load conditions as well as when they are in the idle state. 

Furthermore, three reference network scenarios were presented in detail, focusing on energy 

consumption on current networks. Energy consumption was measured per network part and the 

effects of traffic volumes variation (diurnal patterns, traffic volumes per network segment, average 

loads) on real time energy consumption were examined. The reference scenarios refer to a telecom 

operator in Italy and two ISP providers in Greece and Poland. In each case, future energy aware 

technologies that may be used in order to minimize energy consumption have been identified. 

Finally, this section includes information regarding the target energy saving for next generation 

networks devices. Targets have been expressed in a uniform and synthetic way through a small 

subset of parameters that try to parameterize the device’s energy profile. The ECONET consortium 

strongly believes that if the ECONET technologies will be compliant with these performance 

targets, a 50% reduction of energy consumption at short-term will be possible, while it will be 

possible cutting 80% of consumption in the long term with respect to a business as usual scenario 

through further technological refinements. 

5 Technology specifications of energy efficient devices 

This section provides a detailed description of the energy aware technologies that will be 

examined within ECONET on the network device data plane and on the network control plane. 

Upon the description of these technologies, energy efficient targets and consumption profiles are 

provided per device element. Monitoring and management issues are also addressed, focusing of 

the definition of a set of energy aware parameters that will be exposed to control and Operations, 

Administration, and Maintenance (OAM) applications. 
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5.1 Future energy-aware technologies on the network device data 
plane 

The ECONET consortium will consider three main approaches for reducing the energy 

consumption of next-generation networks on the network device data plane, namely re-engineering, 

power scaling and sleeping/standby. The rest of this sub-section will try to introduce them. 

5.1.1 Re-engineering 

As previously sketched, re-engineering approaches are devoted to introduce more energy-

efficient technologies, and to optimally exploit them inside network equipment architectures. Novel 

energy-efficient technologies mainly consist of new silicon (e.g., for ASICs, FPGAs, 

network/packet processors, etc.) and memory technologies (Ternary Content-Addressable Memory 

(TCAM), etc.) for packet processing engines, and novel media/interface technologies for network 

links (energy efficient lasers for fibre channels, etc.). 

In this respect, the most challenging solution consists in the adoption of pure optical switching 

architectures [20], which have long been considered the primary candidate for replacing the current 

electronic based devices. They can potentially provide terabits of bandwidth at much lower power 

dissipation than current network devices, but their adoption is still far from reality. Current 

technological problems mainly regard the limited number of ports (less than 100), and the 

feasibility of suitable buffering schemes. 

Focusing on packet processing engines, decreasing feature sizes in semiconductor technology 

have contributed to performance gains, by allowing higher clock frequencies and design 

improvements such as increased parallelism. The same technology trends have also allowed for a 

decrease in voltage that has reduced the power per byte transmitted by half every two years, as 

suggested by Dennard’s scaling law [28]. 

Fixed the silicon technology, energy consumption largely depends on the number of gates in the 

forwarding hardware. In general, every cell, block and gate requires power, making a strong case 

for structural optimization within the forwarding engine. The number of gates is generally directly 

proportional to the flexibility and programmability levels of HW engines. Simpler and faster packet 

forwarding silicon achieves the best energy cost per gigabit, but extreme hardware specialization 

can lead to limitations in feature sets and updatability of network device functionalities [29]. 

In this respect, general purpose CPUs typically present the worst case with respect to power 

efficiency, and the best one to flexibility. Recent multi-core CPUs are designed with 45 to 65 nm 

CMOS technology and can feature over two billion transistors. They are fully programmable and 

can perform any packet lookup operation in existence, but this comes at a cost of relatively high 

power consumption. They can forward several gigabits per second within a power budget of 100-

150 W for a high-end CPU. 

On the other extreme, fully customized silicon for packet forwarding provides the best energy-

efficiency, but very low programmability or flexibility levels. However, the high development cost 

can be ultimately offset with superior scaling and higher energy efficiency. Custom silicon can 

currently achieve an energy efficiency level equal to about 100 W. This is almost an order of 

magnitude better than CPU-based platforms.  

Between off-the shelf CPUs and fully custom silicon, there are many intermediate solutions 

featuring a broad array of price/performance ratios and ranging from packet-optimized network 

processors to fully configurable CPU arrays, where features and instructions can be added or 

removed at will. 
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Starting from these considerations, different researchers [31] [32] recently faced the issue of 

complexity in network device architectures (and in particular in IP routers) by proposing novel 

clean state solutions and network architectures for the future Internet. Here, the main idea consists 

of significantly reducing the functionalities of devices that work at core and transport networks, so 

that high-end routers and switches may be manufactured with a lower number of HW gates. 

In this respect, one of the most promising approaches was suggested by Roberts [31]. He 

proposed a radical new concept for traffic lookup, which allows next-generation routers forwarding 

traffic at the flow levels. This approach certainly leads to a more scalable and simple network 

device architecture with respect to the current ones, which forward traffic at the packet level. 

With a similar aim, Baldi and Ofek [32] suggest a synchronous time-based IP switching 

approach, which allows synchronizing the operation of routers and scheduling traffic in advance. 

Such approach is based on pipeline forwarding concepts, and specifically time-driven switching and 

fractional lambda switching. This will allow reducing equipment complexity in terms of header 

processing, buffer size, switching fabric speedup and memory access bandwidth speedup. They 

additionally propose to adopt different global time sources, freely available on earth and in space, 

for driving synchronous operations. 

5.1.2 Dynamic adaptation 

Dynamic adaptation approaches are aimed at modulating capacities of network device resources 

(e.g., link bandwidths, computational capacities of packet processing engines, etc.) according to 

current traffic loads and service requirements. Such approaches are generally founded on two main 

kinds of power management capabilities provided by the HW level, namely power scaling and idle 

logic.  

Nowadays, the largest part of current network equipment does not include such HW capabilities, 

but power management is a key feature in today's processors across all market segments, and it is 

rapidly evolving also in other HW technologies [33] [34]. In detail, power scaling capabilities allow 

dynamically reducing the working rate of processing engines or of link interfaces. This is usually 

accomplished by tuning the clock frequency and/or the voltage of processors, or by throttling the 

CPU clock (i.e., the clock signal is gated or disabled for some number of cycles at regular 

intervals). For instance, the power consumption of a CMOS-based silicon can be roughly 

characterized as follows: 

      

where P is the active power wasted, C the capacitance of CMOS, and V and f are the operating 

voltage and frequency values, respectively. It is worth noting that V and f are needed to be directly 

proportional for a correct working of the CMOS silicon. Decreasing the operating frequency and 

the voltage of a processor, or throttling its clock, obviously allows the reduction of the power 

consumption and of heat dissipation at the price of slower performance.  

On the other hand, idle logic allows reducing power consumption by rapidly turning off sub-

components when no activities are performed, and by re-waking them up when the system receives 

new activities. In detail, wake-up instants may be triggered by external events in a pre-emptive 

mode (e.g., “wake-on-packet”), and/or by a system internal scheduling process (e.g., the system 

wakes itself up every certain time periods, and controls if there are new activities to process). 
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Figure 92: Packet service times and power consumptions in the following cases: (a) no power-aware 

optimizations, (b) only idle logic, (c) only performance scaling, (d) performance scaling and idle logic. 

As in general purpose computing systems, the HW implementation of both idle logic and 

performance scaling solutions is generally performed by pre-selecting a set of feasible and stable 

HW configurations, which provide different trade-offs between energy consumption and 

performance states. For example, different idle states are usually designed by selectively turning off 

an increasing number of HW sub-elements. On one hand, this leads to reduce the energy 

consumption during idle times; on the other hand, larger times are needed to wake up all the HW 

sub-elements.  

In a similar way, performance scaling HW support is designed by pre-selecting a set of operating 

clock frequencies, whose values are sub-multiples of the maximum one and that provide silicon 

stability.  

Both these energy-aware capabilities can be jointly adopted in order to adapt system performance 

to current workload requirements, and lead to different trade-off between energy consumption and 

network performance. 

As shown in Figure 92, performance scaling (Figure 92-c) obviously causes a stretching of packet 

service times (i.e., header processing time in a processing engine, or packet transmission time in a 

link interface), while the sole adoption of idle logic (Figure 92-b) introduces an additional delay in 

packet service, due to the wake-up times.  

Moreover, preliminary studies [35] [36] in this field showed how performance scaling and idle 

logic work like traffic shaping mechanisms, by causing opposite effects on the traffic burstiness 

level. The wake-up times in idle logic favour packet grouping, and then an increase in traffic 

burstiness. On the contrary, service time expansion in performance scaling favours burst untying, 

and consequently traffic profile smoothing [37].  

Finally, as outlined in Figure 92-d, the joint adoption of both energy-aware capabilities may not 

lead to outstanding energy gains, since performance scaling causes larger packet service times, and 

consequently shorter idle periods.  

However, the energy- and network-aware effectiveness of idle logic and performance scaling 

(and their possible joint adoption) must be accurately evaluated by taking HW and traffic features 

and requirements into account. In this respect, it is worth noting that the overall energy saving and 

the network performance strictly depend on incoming traffic volumes and statistical features (i.e., 

inter-arrival times, burstiness levels, etc.). For instance, idle logic provides top energy- and 
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network- performance when incoming traffic has a high burstiness level. This is because less 

active-idle transitions (and wake-up times) are needed, and the HW can remain for longer periods in 

low consumption state. 

Starting from these considerations, Nedevschi [37] firstly proposed to support such energy-aware 

capabilities (with a special reference to the idle logic) with I/O traffic handling mechanisms, able to 

shape traffic profiles in order to optimally exploit idle logic and performance scaling. For example, 

an I/O traffic handling mechanism based on a simple polling policy well suits an optimal use of idle 

logic. 

An optimization policy is generally needed to configure and control the usage of energy-aware 

capabilities and states with respect to the estimated workload and service requirements. In off-the-

shelf computing systems, such optimization policy is usually developed as a SW application, called 

“governor”.  

Regarding the optimization policy, several methods have been proposed in order to estimate the 

current workload and to optimally control the trade-off between performance and energy 

consumption in the computing system field. These methods range among predictive techniques [38] 

and dynamic schemes [39] [40] [41] [42], which were studied for disk drives [43], processors [44] 

[45] [46], and other components. However, these methods require significant computation to derive 

the optimal policy and to estimate the current workload, which might not be feasible in all cases. 

5.1.3 Sleeping/Standby 

Sleeping and standby approaches are founded on power management primitives, which allow 

devices or part of them turning themselves almost completely off, and entering very low energy 

states, while all their functionalities are frozen. Thus, sleeping/standby states can be thought of as 

deeper idle states, characterized by higher energy savings and much larger wake-up times. 

The widespread adoption of such kind of energy-aware capabilities is generally hindered by the 

common aim and design of today’s networking applications and services, which are commonly 

thought to be fully available all time. In more detail, when a device (or a part of it) goes sleeping, 

its applications and services stop working and lose their network connectivity. As a result, the 

sleeping device loses its network “presence,” since it cannot maintain network connectivity, and 

answer to application/service-specific messages. Moreover, when the device wakes up, it has to re-

initialize its applications and services by sending a non-negligible amount of signalling traffic. 

In this respect, notwithstanding that PC architectures already include such power management 

features (allowing desktops and servers to quickly enter sleep and low consumption modes), 

networking functionalities and applications have often interfered with their effectiveness. This is 

because of the inability of today's PCs to enter their sleep mode without losing their TCP 

connections, LAN service broadcasting, etc. This is the main reason why a growing number of 

networked desktop PCs and servers are continuously left fully powered, even though there is no 

user demand for their resources most of the time. This is largely because such resources are 

increasingly shared and must thus be accessible by remote users and other computers 24/7. 

Moreover, this trend is certainly strengthened by a large part of consumer electronic devices, which 

are and will be even more “networked” than their PC “relatives”. 

Christensen and Nordman directly faced energy efficient enhancements in such kind of scenario 

[47] [48]. In more detail, their solution to maintain continuous network presence consists of having 

a network host transfer network presence to a “proxy”, namely Network Connectivity Proxy (NCP), 

when entering sleep mode [49] [50]. 
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As shown in Figure 93, a NCP is thought to handle ARP, ICMP, DHCP, and other low-level 

network presence tasks for a network host. A NCP must also be able to maintain TCP connections 

and UDP data flows and to respond to application messages. Thus, the main objective of such proxy 

is to respond to “routine” network traffic as the device sleeps, and to wake the device when and 

only when it is truly necessary. 

 

Figure 93: Example of Network Connection Proxy. 

In more detail, a NPC and the sleeping device have to exchange two kinds of messages: 

 Application-specific: these messages are needed to register sleeping hosts’ applications 

and services to the NPC. These messages contain the description of application 

connections, and of application “routine” messages. 

 Wakeup/sleep: these messages are needed to trigger the NPC when the host goes sleeping, 

or to wake-up the host when the NPC receives a message, whose processing directly 

requires the host. 

A NPC can be realized as additional functional block of a network interface, of an Ethernet 

switch, of a third-party server, or of any kind of device near sleeping hosts. 

Energy Efficient Ethernet – IEEE 802.3az 

Ethernet is a well-known and widely used technology for LANs that supports four different data 

rates (10 Mb/s, 100 Mb/s, 1 Gb/s and 10 Gb/s) with increased complexity and energy consumption 

levels in higher rates [102]. Energy Efficient Ethernet (EEE) is a proposed adaptation of Ethernet 

that supports the Low Power Idle (LPI) status in cases that the link carries no data, by limiting the 

transmission in specific time intervals, leading to significant amount of energy saving in cases that a 

link can be put to LPI status for large time periods. As shown in [102], energy consumption in LPI 

mode can be as low as 10 per cent in comparison with the energy consumption in the active mode, 

while significant amount of energy consumption is required (ranging between 50 and 100 per cent 

of the energy consumption in the active mode) during the transition periods among the different 

states. 

As shown in Figure 94, the device changes status between the active and the low power mode 

with transition time Tw for getting to the active state and Ts for going to the sleep (low power) state. 

While being in the sleep (low power) state, the device sends periodically signals for period Tr and 

then returns to the sleep mode for period Tq. According to [102], the values of Tw, Ts, Tpkt (1500 

byte packet) and Tpkt (64 byte packet) for 10 Gb/s in IEEE Std 802.3az-2010 are 4.48 μs, 2.88 μs, 

1.2 μs and 0.0512 μs respectively. 

Sleeping host NPC Internet

Continuos and 
full connectivity

Wakeup/sleep
messages

Application-
specific messages
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Figure 94: Transitions between the active and low power modes in EEE (Source: [102]). 

Figure 95 displays the energy saving achieved by IEEE 802.3az in home networking over a 

typical day cycle. Due to the always-on nature of home networking devices utilization, the impact 

offered by IEEE 802.3az is very large. 

 

Figure 95: IEEE 802.3az in Home Networking. 
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Home Gateways, with triple-play features, are required to implement Gigabit links with IEEE 

802.3az. IEEE 802.3az defines power states, which the device must switch between in order to save 

power. 1000BASE-T IEEE 802.3az states are shown in Table 32. 

Table 32: 1000BASE-T Low-Power States. 

Operating / 
line state 

Description 

Active Legacy operating state where data or idle are transmitted. 

Low-power 
New operating state used during periods of no data transmission, enabling system 
power reduction between data bursts. 

Sleep 
New symbols transmitted to inform the link partner that the local transmitter is entering 
the low-power state. 

Quiet Transmitter(s) are off. 

Refresh 
New symbols that are periodically transmitted during the low-power state to allow the 
link partner to refresh timing and equalization. 

Wake 
New symbols transmitted to inform the link partner that the local transmitter is returning 
to the active state. These symbols are transmitted for a sufficient time to allow the link 
partner to prepare to receive data. 

 

5.2 Future energy-aware mechanisms on the control plane 

5.2.1 Energy aware traffic engineering 

Network traffic engineering is a method of optimizing the performance of a network mainly 

considering till now as objectives the user performance and the use of network resources while 

following a procedure that involves dynamically analysing, predicting and regulating the behaviour 

of data transmitted over the network. Energy-aware traffic engineering takes traditional network 

traffic engineering one step ahead by considering and embedding into its objectives the energy 

consumption of a network in order to achieve the same performance as the energy-oblivious 

approaches at a lower overall energy cost [68]. 

Energy-aware traffic engineering is targeted to accomplish networks themselves to become 

energy-dependent on the traffic served. Networks are designed with two strategic core principles in 

mind, namely redundancy and bandwidth over-provisioning, which enables them to tolerate traffic 

variations and faults and work around the Internet’s lack of QoS. While these design features do 

allow network operators to achieve the service level objectives, networks end up being 

underutilized most of the time, with network equipment typically running at its least energy 

efficient operating point [71]. The core idea is to dynamically adapt the power consumption of a 

network by carefully selecting the minimal subset of network elements, which satisfies the current 

traffic demand. In this approach, one would need to collect information about the current traffic 

conditions and compute the minimal set of network elements that can accommodate the current 

traffic, while letting remaining equipment enter the power saving mode. However, putting 

interfaces on switches or routers to sleep requires additional considerations since it can have serious 

side effects because of the manner in which various protocols work [72].  

In [71] Energy Proportional Networking (EPN) is proposed which is targeted to achieve both 

optimality and responsiveness by considering a hybrid approach in which: a) as much routing 

information as possible is pre-computed offline and installed in a small number of routing tables, 
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and b) a simple, scalable online traffic engineering (TE) mechanism is used to deactivate and 

activate network elements on demand. The high-level overview of this approach to achieving 

energy-proportionality in networks is shown in Figure 96. Evaluation on ISP and datacentre 

topologies shows that EPN achieves energy-proportionality while producing substantial savings (up 

to 42%). 

 

Figure 96: An Energy aware traffic engineering approach (Source: [71]). 

GreenTE, another power-aware traffic engineering mechanism, is introduced in [74]. The 

proposed algorithm aims at maximizing the number of links that can be put to sleep under given 

performance constraints such as link utilization and packet delay. The algorithm considers that each 

line-card has a specific base power consumption increasing with the activation of each one of its 

ports. The proposed algorithm is evaluated considering both commercial and research wide-area 

network topologies, including the GÉANT network. The results show that the algorithm achieves 

reduction in line-cards’ power consumption by 27% to 42% in conditions where the maximum link 

utilization is under 50%. 

In [73] the authors study energy-aware routing as an optimization problem, evaluating its effects 

on the network energy consumption and on the network device load as a standard indicator for the 

QoS performance. Taking as an input the GÉANT network topology several tests have been 

conducted considering (i) the energy agnostic case where energy consumption of a device is 

constant, (ii) the realistic case where energy consumption of a device grows linearly between a 

minimum value above zero corresponding to the idle state and a maximum value corresponding to 

the full utilization, and (iii) the fully proportional case where energy consumption varies linearly 

with the device utilization. Results show that energy saving performance strongly depends on both 

(i) the network topology and traffic conditions and (ii) the device technology, corresponding to 

different power models. In the realistic case considered, most of the energy saving may be achieved 

by switching off specific nodes in the network, while switching off links represents a small 

contribution to the total energy saving. In the fully proportional case, energy saving is achieved 

through aggregation of traffic to the most energy efficient links. Furthermore, at least for the 

considered scenarios, it is claimed that achieving energy savings does not necessarily negatively 

affect network performance although it may raise reliability issues. 
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In [72] the authors quantify some of the saving that is possible due to inter-packet gaps (i.e., 

packets not continuously arriving at full speed). Interfaces are put to sleep based on an estimate of 

the expected inter-arrival time. Saving is highly dependent on the traffic pattern and such 

opportunistic sleeping intervals might be too short in many cases. In [37] the authors quantify the 

energy savings when the packets are briefly queued in “upstream” routers, to give “downstream” 

network elements a chance to sleep longer. According to the presented results the proposed 

algorithms may even halve energy consumption for lightly utilized networks (10-20%). 

In [64], a green provisioning strategy for optical backbone networks is introduced which aims at 

reducing the operational power following a traffic engineering approach. First, two strategies, 

namely optical bypass and traffic grooming (i.e., electronically packing multiple sub-wavelength 

granularity traffic on one lightpath channel) are analysed and evaluated in terms of power 

efficiency. Then, based on a novel auxiliary graph that captures the operations of signal 

transmission, an efficient power-aware scheme is devised that searches for an optimal route and a 

provisioning strategy with minimized operational power. Performance evaluation shows reduced 

power of the proposed scheme under various network settings, compared with a traffic-grooming 

approach. 

Emerging research approaches to network control, routing and traffic engineering [75] [76] aim at 

dynamically turning network portions off during light utilization periods, in order to minimize the 

energy requirements, while meeting the operational constraints and current switching workloads. 

Elements in standby (e.g., links or nodes) do literally “fall off” the network, since they are not 

able to exchange protocol signalling messages to maintain their “network presence” [77]. In core 

network scenarios, given the features of routing and traffic engineering protocols, the falling off of 

any elements generally triggers all network nodes to exchange signalling traffic, and to re-converge 

towards new network logical topologies and/or configurations, causing transitory network 

instabilities and signalling traffic storms. 

Starting from these considerations, the project will investigate a viable approach to introduce 

standby primitives into next-generation devices, and to smartly support them in order to meet 

network operational and performance constraints. We will exploit two features already and largely 

present in today’s networks and devices: the network resource virtualization and the modular 

architecture of nodes. These features give us the opportunity of using the same base concepts 

already applied in other fields (e.g., datacentres): decoupling physical elements (e.g., a line-card), 

which may be put in standby, from their (virtual) functionalities and resources, so that the latter can 

be migrated towards other active physical elements of the same device. 

In a different scenario and with other aims, the idea of virtual router migration was already 

investigated in [78]. However, in such work the authors suggested the migration of the entire router 

entity (i.e., its control and data planes) among remote physical platforms. On the contrary, our 

approach aims at maintaining router entities bound to physical platforms: in this way we can 

directly control physical nodes, and avoid them to fall off the network. 

We will consider a network scenario similar to the state-of-the-art backbone networks deployed 

by Telcos, where IP nodes have highly modular architectures, and work with a three-layer protocol 

stack. In more detail, we will consider an IP network (L3) overlaid over a Wavelength Division 

Multiplexing (WDM) optical network (L1). A Layer 2 (L2) protocol (e.g., the Multi-Protocol Label 

Switch (MPLS) or the Ethernet protocols) is used to optimally map IP traffic on the physical 

infrastructure, and to implement value-added network features and services (e.g., Quality of Service 

(QoS), virtual private networks, mechanisms for fast fault recovery, etc.). 
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In such environment, physical channels carry multiple “virtual” L2 links (e.g., Label Switching 

Path (LSP) for MPLS or a Virtual LAN (VLAN) for Ethernet), which directly connect two or more 

nodes working at L3. Then, each LSP and/or VLAN constitutes a different link at the IP layer. 

The path of L2 links on the physical topology is usually determined by using a constrained-based 

routing algorithm taking into account physical capacity and QoS features. To this purpose, classical 

IP routing protocols, such as Open Shortest Path First (OSPF), are used within Traffic Engineering 

(TE) extensions. Moreover, a control protocol, such as Generalized-MPLS (GMPLS), is required to 

dynamically manage L2 virtual topology. 

Regarding devices, we will focus on high-end network routers with modular architectures, 

composed by a switching matrix and multiple line-cards. Every line-card has one or more Physical 

interfaces (PHY), and is assumed to include full packet processing capabilities at L2 and L3. As 

shown in Figure 97.a, each line-card includes multiple PHYs, each one carrying a number of L2 

Virtual Links (L2VL). L2VLs are terminated on the line-card itself through virtual network 

interfaces, called L2 Terminations (L2Ts), which, by definition, are also the network interfaces at 

layer 3. Thus, IP links are realized by means of L2Ts on two or more nodes.  

Given the nature of network protocols, putting entire backbone devices in standby status would 

not be a practical approach. This is because devices have to maintain their network presence by 

replying to signalling messages; otherwise they fall out the network and cause a new re-

convergence of routing and traffic engineering protocols (e.g., OSPF, GMPLS, etc.). Thus, in order 

to transparently manage standby primitives and avoid the network falling off, devices must always 

maintain active control-plane processes, and some connectivity towards other nodes to exchange 

signalling messages. For instance, if a line-card entered standby status, all packet forwarding 

operations would stop, and no further signalling messages could be received and/or transmitted by 

that line-card. Consequently, its PHYs, L2VLs, and L2Ts would fall out the network, as the entire 

line-card would fault. This triggers fault protection mechanisms for L2VLs to re-converge towards 

a new L2 topology. Since the terminations of such L2 channel are involved in the topology change, 

also modifications to the IP logical overlay are highly probable. If the IP logical topology changes, 

L3 routing protocols must re-converge in their turn, and find new optimal paths. 

All this can be summarized in:  

 non-negligible amount of signalling traffic across the whole network; 

 slow network re-convergence, since both L2 and L3 routing/traffic engineering protocols 

are involved, and IP protocols generally require long re-convergence times; 

 double re-convergence at L2 and L3, which may lead to unwanted traffic paths across the 

network. 

Starting from these considerations, we assume next-generation network devices to have the 

capability of selectively putting in standby status some of their physical components. In the 

following we refer to line-cards as the “minimum granularity” building block that can be put in 

sleeping state, but the approach we propose would be even more beneficial if applied at each line 

card sub-component (e.g., PHYs, packet processing engines, etc.). 

Our idea simply consists of putting to sleep those portions of the device data-plane that are not 

currently used, like redundant link interfaces, or that are so lightly utilized that their jobs may be 

temporarily transferred to other active line-cards. 
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As already introduced, we exploit two features already present in today’s networks and devices: 

the network resource virtualization and the modular architecture of network nodes. These features 

give us the opportunity of decoupling physical elements, such as line-cards that may be put in 

standby, from their (virtual) functionalities and resources, so that the latter can be migrated towards 

other active physical elements of the same device. 

In more detail, our idea is manly based on the exploitation of today’s L2 protocols for backbone 

networks (e.g., mainly MPLS and Ethernet), since:  

 they are specifically used to manage the virtualization of the physical network 

infrastructure; 

 they already include efficient mechanisms for rapidly moving/migrating L2VLs across the 

network (e.g., the fault recovery procedures). 

In order to avoid unwanted drawbacks in network behaviour, our solution is completely 

transparent to the L3: IP routing protocols are unaware of network changes and so control message 

exchange and L3 reconfiguration are avoided. 

Our idea consists of making line-cards left active to “cover” sleeping parts, without the device 

losing any networking resource/functionality. So, before a line-card enters standby status, it has to 

transfer its resources and activated functionalities to other cards that will remain active. 

It is worth noting that such resources and functionalities to be moved are substantially the ones 

related to all L2VLs and L2Ts carried by the line-card PHYs. As shown in Figure 97.b, we fully 

exploit the L2 protocols to migrate L2VLs from the line-card entering standby to other line-cards. 

This obviously requires a new L2VL re-mapping on the physical network topology, since each 

L2VL has to enter the device from the PHYs of other line-cards. If each L2VL of the sleeping line-

card is re-mapped on another active line-card, then the network node sees the same number of L3 

interfaces (i.e., the L2Ts), which connect the local router to the same set of IP nodes, as before the 

L2VL migration. In other words, the full re-mapping at L2 results in a L3 overlay topology 

substantially identical to the starting one.  

Even if no re-convergence of IP routing would be required, standard routers usually consider the 

L2Ts of re-mapped L2VLs as new network interfaces, since they are allocated on different PHYs 

and line-cards. A L2T before the migration generally differs from the new one in the interface 

name/identifier. 

Capitalizing on such considerations, our approach simply consists of maintaining the same 

identification parameters of its old copy in the new L2T. 
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Figure 97: State-of-the-art backbone network and device scenario in subfigure a), and, in subfigure b), the 

proposed approach to enable network devices to selectively sleep their components. The approach is fully based 

on network re-configuration at L2, and aims at managing standby primitives in a transparent way with respect 

to the L3 overlay. 

5.2.2 Resource allocation & Algorithmic efficiency 

Efforts regarding reducing energy costs are concentrated either at (a) reducing energy 

consumption (number of kWh) or/and (b) at reducing the cost of consumed energy (cost per kWh). 

In both cases efficient resource allocation strategies may play an important role. For example under 

the (a) case, followed consolidation strategies within the cloud data centre [96] or virtual network 

embedding algorithms in virtualized infrastructures [89] have great impact on the overall energy 

consumption. Under case (b), the selection of building data centres where average energy cost is 

relatively low, or even developing strategies where traffic (for a service) is routed to those data 

centres (from a geographically dispersed infrastructure of datacentres) with the minimum cost for 

energy in the period under consideration [97], proves critical for the overall energy cost. The latter 

energy-aware routing strategies could also be used to direct traffic to rely on energy that is 

produced in a more environmentally friendly way, or even to cut energy usage, by routing traffic 

away from data centres experiencing warm weather, thereby allowing equipment to be shut down to 

avoid energy consumption due to cooling requirements. 

Furthermore, a recent study [90], [98] has revealed that a single Google search releases 5-10 

grams of carbon dioxide (CO₂). Google’s answer refers to 0.2 grams of CO₂ for a typical search. 

Google's infrastructure replicates queries across multiple servers, which then compete to provide 

the fastest answer to one’s query. Considering a simple website browsing, total energy consumption 

comes from the visitor’s machine, the network infrastructure used for the transmission and the data 

centre providing the website. It is estimated that just browsing a basic website contributes to the 

generation of about 20mg of CO₂ per second while complex websites with rich animations and 

video can be responsible for the emission of CO₂ at up to 300 mg per second. Irrespectively of the 

accuracy of the reported numbers, the fact is that such studies have motivated researchers towards 

considering the connection between energy consumption-environmental impact and algorithmic 
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efficiency; building more efficient algorithms requiring less computing resources benefits energy 

efficiency and thus has lower environmental impact. 

5.2.3 Virtualization techniques 

Virtualization is the technology that combines or divides resources to present one or many 

operating environments [68], [80], [81]. Virtualization examples are the creation of virtual versions 

of operating systems, servers, storage devices or network resources. 

Server virtualization 

Platform (or Server) virtualization refers to the division of a hardware platform (host) into several 

isolated virtual environments (aka virtual machines, guests, instances) through the use of host 

software. The main benefits coming from utilizing platform virtualization for implementing a server 

consolidation strategy may summarize into the following: 

a) Reduced hardware maintenance costs from retaining a lower number of physical servers. 

b) Efficient utilization of hardware resources. Reduced total cost of ownership (TOI) and 

faster return of investment (ROI). 

c) Reduced administrative costs when having different applications/services running isolated 

in their own virtual servers by preventing impact of one application to the other when 

upgrades or changes are made. 

d) High diversity of OS hosted at a single platform. 

e) Reduced server deployment by having a standard virtual server build that can be easily 

duplicated. 

f) Increased flexibility / agility exploiting the fact that virtual machines may easily migrate 

to another host server either to illustrate reliability, quality of service related or other 

business strategies (such as strategies to reduce required operating energy cost). 

g) Increased space utilization efficiency in the data centre. 

h) Highly reduced energy consumption coming from operating less physical servers while 

requiring less energy for cooling at the data centre. 

We further justify the reduced energy consumption argument which is also highly associated to 

efficient utilization argument. According to [82] even an energy-efficient server consumes almost 

50% of full power when idle (see Figure 98) while it has been observed that servers are rarely 

completely idle and seldom operate near their maximum utilization, instead operating most of the 

time at between 10 and 50 per cent of their maximum utilization levels (see Figure 99). Thus, it is 

clear that server consolidation may provide in the majority of cases significant reduction in energy 

consumption. Furthermore, according to [83], [84] while in theory the best cooling systems require 

about 0.3 watts to cool 1 watt of equipment, real-world results from actual data centres, including 

all parts of the cooling cycle, run between 0.5 and 1 watt of cooling power for each watt of 

dissipation. According to a simplified example presented in [92] a single high-performance 300W 

server consumes 2628 kWh of the energy per year, with an additional 748 kWh in cooling, 

considering that a 12000 BTU air-conditioning with common energy efficiency rating of 12 is used 

for cooling (cools 12000 British Thermal Units (BTU) for 1 kWh; 1 kWh =3414 BTU). Besides, 

this also causes a significant adverse impact on the environment in terms of CO2 emissions that 

should be taken under serious consideration. So, taking into account that power and cooling are 

locked together makes the benefits of server consolidation even higher regarding the total required 

energy for operation. 
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Figure 98:  Server power usage and energy efficiency 

at varying utilization levels, from idle to peak 

performance (Source: [82]). 

 

Figure 99: Average CPU utilization of more 

than 5000 servers during a six-month period  

(Source: [82]). 

Live migration 

A feature considered as mature by now, for almost any hypervisor product, is the live migration 

feature [85]. Live migration allows a server administrator to move a running virtual machine or 

application between different physical machines without disconnecting the client or application. 

This feature has facilitated a number of proposals targeted to improve the energy efficiency when 

operating a series of servers illustrating a number of services. A recent proposal, LiteGreen [86] 

saves desktop energy by migrating the idle desktops in enterprise environments (running in VMs) to 

a central server. Thus, the user’s desktop environment is “always on”, maintaining its network 

presence fully even when the user’s physical desktop machine is switched off and thereby saving 

energy. This seamless operation allows LiteGreen to save energy during short idle periods as well 

(e.g., coffee breaks), which is shown to be significant according to the authors’ analysis of over 

65,000 hours of data gathered from 120 desktop machines. Their findings from a small-scale 

deployment comprising over 3200 user-hours of the system as well as from laboratory experiments 

and simulation analysis indicate energy savings of 72-74% with LiteGreen compared to 32% with 

existing Windows and manual power management. 

Another close in philosophy approach that does not however utilize live migration of a whole 

virtual machine is SleepServer [87], according to which lightweight virtual images of sleeping PCs 

are created, and these pared down images maintain connectivity and respond to applications, such 

as Voice over IP services, on behalf of the sleeping PCs. Each virtual PC image can also enable 

remote access to the sleeping PC it represents via protocols such as Remote Desktop, VNC and 

encrypted connections using SSH. SleepServer seamlessly wakes up the physical PC when its 

owner tries to connect remotely into the machine from home, thus enabling a remote connection 

without requiring the PC to remain on for the entire night or weekend. SleepServer will also wake 

up the physical PC when the user needs to remotely access stored files and media. According to the 

measurements presented it is shown that significant energy savings maybe achieved for PCs 

ranging from 60%-80%, depending on their use model. 

A critical factor for both LiteGreen and SleepServer and same philosophy approaches is the time 

required to wake up and make the original working PC functional (time to resume). Both 

approaches in the average case require about 20 seconds resuming the original working 

environment leaving space for optimization. Both works take one step further prior work on putting 



 

 

123 

 

  FP7-ICT-258454    D2.1 

physical machines into sleep while retaining their network connection (like SleepProxy [91]) by 

achieving also to perform tasks on behalf of the sleeping machines. 

Regarding related standardization efforts Distributed Management Task Force (DTMF) 

Virtualization Management (VMAN) standard includes a set of specifications that address the 

management lifecycle of a virtual environment. VMAN’s Open Virtualization Format (OVF) 

specification [88] specifies an open platform-independent, efficient, extensible, and open packaging 

and distribution format for virtual machines which facilitates the mobility of virtual machines. 

Furthermore, the live migration feature has motivated a series of other energy optimizations in 

virtualized Cloud data centres such as achieving energy saving by continuous consolidation of VMs 

according to current utilization of resources, virtual network topologies established between VMs 

and thermal state of computing nodes [89]. 

Network virtualization 

Network virtualization refers to the virtualization of network elements building a network. 

Network consolidation strategies prove to provide significant benefits. The core building block of 

network consolidation is the virtual router. A virtual router is defined to be an isolated logical router 

process and just like a physical router, forwards packets between dedicated interfaces using routing 

protocol processing while having dedicated interfaces, routing tables, routing processes, radius 

servers, and even administrative accesses.  

There are two main techniques for creating virtualized router entities as defined by their physical 

and operational characteristics. A Hardware-Isolated Virtual Router (HVR) has hardware-based 

resource isolation between routing entities, whereas a Software-Isolated Virtual Router (SVR) 

comprises software-based resource isolation between routing entities [93]. In Table 33 a 

comparison of the characteristics of the two architectures is presented. As it is also presented in 

Figure 100 in an SVR there is a constant contention for resources since control plane and data plane 

resources are shared among the illustrated virtual entities, requiring careful planning and policy 

construction to ensure that one SVR does not negatively impact others in the chassis. On the 

contrary in an HVR there are dedicated control plane and data plane resources allowing HVRs to be 

upgraded or downgraded individually without affecting the operation of the others. Furthermore, 

HVR solution is highly scalable allowing also illustrating SVRs within each HVR. For example 

with Juniper’s JCS1200, one can build up to 12 hardware-based virtualized routers (six if 

redundant), each of which supports up to 16 software-based logical routers, for a total of 192 logical 

routers (96 if redundant) in one chassis [94]. 

In Figure 101, an example of vertical and horizontal consolidation at a PoP is presented. 

Horizontal consolidation is the combination of multiple platform functions such as provider (P) and 

provider edge (PE), or core and edge, into a single platform. Vertical consolidation is the 

combination of multiple single-purpose devices, such as multiple PE routers, into a single platform. 

Together, horizontal and vertical consolidation of network elements can reduce the complexity and 

cost of PoP architectures [94]. Either we are considering consolidation of network elements at the 

PoP or at the data centre, the benefits are similar to those of platform virtualization regarding 

energy consumption [90], [70]. 
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Table 33: Comparison of virtualized routing architectures (Source: [93]). 

 

 

Figure 100: Shared and independent control panel router virtualization architectures (Source: [85]). 

 

Figure 101: Horizontal and Vertical consolidation (Source: [94]). 
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Virtual infrastructures 

A worth mentioning exploitation of the virtualization technology to offer virtualized 

infrastructures [96] to researchers experimenting on future internet technologies, is done by the 

European project FEDERICA [95] which has built an infrastructure based on the multi-domain 

European National Research and Education Networks (NRENs) and the GÉANT2 backbone. 

FEDERICA resources are hosted at Points of Presence (PoPs) of participating NRENs (Figure 102). 

These resources are circuits, switches and nodes capable of virtualization. FEDERICA uses 

virtualisation in computing and network systems, to create a technology agnostic and neutral 

infrastructure. It creates “slices” from this substrate, which are a set of virtual network and 

computing resources according to the user’s request. Virtual slices of FEDERICA’s infrastructure 

may be created, allocated and used simultaneously by researchers for testing, even with disruptive 

experiments, within a large production substrate. The researchers have full control of the allocated 

virtual nodes and network in their slice and can access specific network monitoring information. 

The infrastructure capabilities allow a much faster research and experiment cycle.  

Although such an approach was not initially targeted to energy efficiency when implementing 

network infrastructures, the energy saving is quite obvious, since providing an Infrastructure as a 

Service (IaaS) provides aggregate energy saving from both network and platform consolidation 

compared to physically implementing each distinct hosted infrastructure. 

 

Figure 102: The FEDERICA e-infrastructure. 

5.3 Energy consumption profiles for each network device element 

As stated in previous sections, there are many technologies that can be applied to different levels 

of the network in order to achieve meaningful reduction in power consumption. However not all 

technologies are applicable to all the devices in the network. This section specifies, for the network 

devices in the ECONET project, which will be the technologies that can be implemented and what 

will be the power benefit expected from applying these technologies. 

5.3.1 Energy consumption profiles of switch systems  

Optical networks are high-capacity telecommunications networks based on optical and electronic 

technologies and components that provide routing, grooming, and restoration at the wavelength 

level as well as wavelength-based services. Optical transport networks are evolving quickly to adapt 

to the ever-increasing demands of telecommunication needs, most noticeably witnessed by the 
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explosive growth in transmission capacity demand. The channel data rate in modern optical 

transport networks is migrating from 2.5 to 10 Gb/s. 40 Gb/s per-channel data rate is on the horizon 

for commercial identification and deployment, and 100 Gb/s per-channel data rate has been 

accepted by standards bodies for the next-generation Ethernet. Further evolution to 400 and 1000 

Gb/s is also expected within the next three years. 

A switch system is able to support multiple ports transmitting data at various speed and width. By 

applying smart adaptation of power consumption of each port to the actual traffic the switch serves, 

we can accomplish power reduction up to 50% of the maximum power consumed by today’s 

switching systems. In Figure 103, we can asset the power benefit of applying width/speed reduction 

techniques. We can see that for a switch operating with 36 ports in active state we can achieve up to 

60% power reduction by adjusting the port state to the actual traffic that flows through it. 

 

Figure 103: Power benefit of applying width/speed reduction techniques. 

In addition, we can see that shutting down a port will cause an immediate reduction in power 

consumption. By applying smart port shut down techniques, we can achieve power reduction of up 

to 50%.  

A switch system can be composed of one unit that contains a fixed amount of ports or can be a 

modular system with several independent switching modules. In the case of a modular switch 

another technique can be implemented, by shifting traffic from one switch unit to the other in order 

to be able to shut down one or more of the switch modules and save power by doing so. 

We can examine the MLX modular switch with 648 ports that is composed of 36 front switching 

modules called leafs and 18 back connectivity modules called spines. As seen in Figure 104, 

closure of unused ports or even shutting down a whole unit, when traffic is significantly low, will 

have an immediate and significant impact per each switch module as on the total power 

consumption of the entire modular switch. As we have seen in previous sections, this is not the case 

in today’s switches. 

Another significant power consumer in a switch system is the cooling system. As seen in 

previous section the power consumption can take up to 20% of the total power of the switch. The 
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power consumption of a fan is mostly linear, with saturation points at both ends of the working 

spectrum. 

By applying smart cooling techniques we can reduce the average working point of the fans to 

50% of max speed and by doing so achieve additional 10% reduction in total power consumption. 

However, operating at lower fan speed usually means that we will need to raise the working 

temperature of the switch module and by doing so increase the power consumption of the network 

processor. It is our job in this project to find a working point in which the power benefit from 

operating at lower fan speed is larger than the additional consumption due to rising of ambient 

temperature inside the switch. 

 

Figure 104: ASIC power reduction due to port closure on 36 ports switch module. 

Regarding the 1850 Transport Service Switch, the power figures in a full configuration, are 

described in the Table 34: 

Table 34: Power figures of Alcatel 1850 Transport Service Switch. 

 

The reference system is a modular packet switch, composed of eight 1x10 GigaBit Ethernet 

modules and seven 10x1 GigaBit Ethernet modules. By applying technology improvements such as 

low power components, low power chips with dynamic power modulation and lower power cooling 
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fan units, the maximum expected energy improvement is about 30%. An additional significant 

power improvement in the proposed packet switch is the integration of power management and 

control tools that will have additional impacts on the total power consumption of the whole system. 

Continuous power monitoring and close chain control of the network resources are the reference 

models of the management and control tools, planned for further power consumption reduction. 

 

Figure 105: Power consumption reduction of the packet transport Alcatel switch. 

Figure 105 shows the power consumption reduction of the packet transport Alcatel switch, 

planned in the next years: the first area shows the power consumption of the Alcatel switch without 

energy improvements (in three different cases: best (red line), worst and typical (blue lines)), the 

second area shows the power consumption of the same switch including energy technology 

improvements (low power components, chips, etc.) and finally, the third area shows the power 

consumption of the same switch with power management and control additional improvements. 

5.3.2 Energy consumption profiles of VDSL home gateways  

For Home Gateways (HGs), it is possible to achieve power saving turning to standby modes 

unused interface functions during the fruition of one particular HG service, for example a VoIP call. 

Let us consider the scenario that is shown in Figure 106.  

FXS, CPU, memory and xDSL front-end are used in a VoIP call, so it is possible to turn to low 

power modes the unused interfaces, like DECT, WLAN, Ethernet and USB, naturally in the case 

they have not to serve other users. This approach takes the advantage of unused or partially used 

blocks. The result is that is possible to lower more the power consumption and have more margins 

over the European CoC power targets, as it is shown in Figure 107 (the optimized HG is pointed by 

the arrow). 
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Figure 106: HG functional units in use during a VoIP call. 

 

Figure 107: Power consumption comparison of 3rd party system and optimized system against European CoC. 

However, Figure 108 suggests that the power supply system is the more power hungry part of the 

HG. Naturally it has to be also optimized. In particular the external power supply has an efficiency 

of 55% and the internal DC-DC converter of 70%. By the use of optimized power designs it is 

possible to achieve efficiency of 80% for the external power supply and of 80% for the internal DC-

DC converter, thus having a total 40% reduction in power losses compared to old designs (see 

Figure 107). 
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Figure 108: HG power consumption share for non-optimized power system, CPU subsystem and interface 

functions. 

 

Figure 109: Multithread increases energy power saving in the processor. 

The third part that can be optimized from the point of view of power consumption in the HG 

system is the processor and memory. Unfortunately, these are almost always active parts in the HG, 

since every operation rely on them. However, hardware techniques exist to optimize processor and 

memory. In particular, the multithreading technique proves to increase power saving since it 

permits to condensate processor jobs in the timeline and to have timeslots of rest, where the 

processor can go to wait/sleep states, increasing energy saving. Figure 109 shows how 
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multithreading acts to save power. “Wait clockgating” is naturally essential so clocks can be 

partially disabled when sleep modes are in use.  

It is important to cluster the jobs in timeslots, by the use of multi-threading, in order to have the 

possibility of obtaining bigger wait/sleep windows where the chip can go to low power states. In 

this way, the operations of saving context (e.g. CPU registers) are less executed, in particular only 

at the start and at the end of the rest windows, to restore context, thus reducing the overheads 

associated to the low power procedures.  

Regarding the proposed targets for Home Gateways that is possible to reach within the ECONET 

project, in Table 35, the power consumption of a “triple-play” system in VDSL 17a, 802.11n 3x3, 

FXS, DECT, 4 Fast Ethernet ports configuration, is presented versus the EU CoC for HGs.  

Table 35: Power consumption targets @ 230 V. 

 
Low Power State On State 

Home Gateway targets 6 W  11 W  

CoC 11/12  6.52 W  13.45 W 

 

Similarly, in Table 36, the power consumption of a “triple-play” system in VDSL 17a, 2,4 + 

5GHz 802.11n 3x3, 2FXS/FXO, 2xUSB, DECT, 4 Gigabit Ethernet ports configuration, is 

presented versus the EU CoC for HGs.  

Table 36: Power consumption targets @ 230 V. 

 
Low Power State On State 

Home Gateway targets 7 W  15 W  

CoC 11/12  9.10 W  19.2 W 

 

The next set of power values are the proposed targets for MSAN. They are smaller than those of 

the CoC, because of the use of vectoring. The set of power consumption targets is shown in Table 

37 for each VDSL profile. 

Table 37: Power consumption targets for each profile. 

 
Power consumption targets 

VDSL2 profile 30a  1215 mW  

VDSL2 profile 17a  895 mW 

VDSL2 profile 8a  880 mW  

VDSL2 profile 8b  1025 mW  

VDSL2 profile 8c  710 mW  

VDSL2 profile 8d  760 mW  

ADSL2+  740 mW  
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5.3.3 Energy consumption profiles of FPGA based systems 

The following section describes the power consumption estimation consumed on an FPGA 

system implementing Carrier Ethernet Switching based on three different scenarios to demonstrate 

the result of frequency power scaling. To examine the power scaling we took a Carrier Ethernet 

Switch implementation on Altera’s Cyclone 3 80 FPGA with 24 Fast Ethernet ports and 2 GbE 

ports, where the packet processing and traffic management engines operate at a certain internal 

system clock, which is used as the scaling element. In the first scenario the system clock used was 

100MHz and in the second scenario we decreased the system clock to 20MHz. Furthermore, to 

complete the picture we disabled the 24 fast Ethernet ports, such that the firmware on the FPGA 

employed only 2 GbE ports.  

24G+2GbE with system clock of 100MHz   

This configuration runs the Switch design in the FPGA with 24 Fast Ethernet ports and system 

clock of 100MHz. The main design block is the ENET core which embeds the network processing 

and traffic management functions, consumes 50,000 Logic Elements (#LUT) and runs at 100MHz, 

which is the system clock. Other entities are the MII, DDR controller, CPU/Host interface, together 

with other data interface including 2 x RGMII used for the 2 GbE ports and 3 x Octal SSSMIII used 

for the 24 Fast Ethernet ports. 

For the purpose of this examination we will only play on the main ENET core that runs with the 

100 MHz system clock, as the ENET core block consumes most of the power. Figure 110 describes 

the total power consumption estimation for the above configuration. It describes the total power 

consumption as a result of internal logic, internal memory (RAM), DSP (if in use), I/O and PLL. 

 

Figure 110: Total power consumption estimation for the ENET core with system clock of 100 MHz. 

 24G+2GbE with system clock of 20MHz   

This configuration runs the Switch design in the FPGA with 24 Fast Ethernet ports and system 

clock of 20MHz. Compared to the above mentioned configuration, we only changed the system 

clock related to the ENET core from 100MHz to 20Mhz, and as a result of this change we see 80% 

power reduction on this element from 1.19W to 0.238 W, whereas the power consumption on the 

other elements remain the same. Figure 111 describes the total power consumption estimation for 

the ENET core in the 20MHz configuration. It demonstrates the power reduction in the logic due to 

the change in the ENET core system clock from 100MHz to 20MHz and reduction on the clock 

domain entity as a result of the change in the system clock domain frequency. We can also see that 



 

 

133 

 

  FP7-ICT-258454    D2.1 

the consumption in other entities is the same as we did not change the actual logic or reduced the 

amount of memory, or I/O. 

Figure 112 describes the total power consumption estimation for only 2GbE ports switch design 

that runs at 20MHz. In this configuration we eliminated the 24 Fast Ethernet ports. As a result, the 

design consumed less internal memory and the outcome is a power reduction of 20% on the RAM 

together with additional reduction in the logic and the I/Os. This configuration results in more than 

50% reduction from the full functional 5Gbps Carrier Ethernet Switch that runs at 100MHz. 

Based on the collected data for power scaling on FPGA based systems, Table 41 summarizes the 

total power consumption on the Altera’s Cylcone 3 80 FPGA as a result of a system clock 

frequency scaling: 

 

Figure 111: Total power consumption estimation for the ENET core with system clock of 20 MHz. 

 

Figure 112: Total power consumption estimation for the ENET core with system clock of 20MHz for only 2GbE 

ports. 
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Table 38: Total power consumption on the Altera’s Cylcone 3 80 FPGA as a result of a system clock 

frequency scaling. 

System Clock Power Consumption 

100MHz 3.147W 

75MHz 2.79W 

50MHz 2.44W 

33MHz 2.2W 

20MHz 2.08W 

5.3.4 Energy consumption profiles of software routers  

As shown in section 4.1, silicon circuits at the data-plane are the most energy-harvesting parts in 

the largest part of network devices. Starting from this consideration, our first objective is to 

preliminary evaluate the impact and the feasibility of adopting power scaling mechanisms on packet 

processing engines, which represent one of the most energy-harvesting elements in many network 

platforms, in order to dynamically modulate energy absorption with respect to incoming traffic 

loads and service requirements. 

To this purpose, we focus on promising new generation Software Routers (SR) [60,61], based on 

open source SW and on multi-core Commercial Off-The-Shelves (COTS) hardware since, unlikely 

the largest part of commercial platforms:  

 Their HW already provides advanced power management capabilities (PSM) [62],[46] by 

means of the Advanced Configuration and Power Interface (ACPI) technology [63]; 

 Their SW is open and can be modified for enabling new functionalities/mechanisms. 

In this scenario, we pursued a “bottom-up” approach: at first, we try to enable energy 

management capabilities in the SR data plane, especially in terms of frequency scaling support at 

packet processing engines. Then, our objective is to deeply understand their impact by 

characterizing the trade-off between SR performance and energy requirements under different 

system configurations. With this main aim, we performed several benchmarking sessions with a 

heterogeneous set of HW platforms. These measures gave us the chance both to understand the 

relationship between the SR internal dynamics and its external/power-related performance, and to 

derive a simple model to estimate SR behaviour with respect to different setups and traffic offered 

loads. 

Regarding power scaling HW capabilities, we decided to evaluate the performance provided by a 

heterogeneous set of PC platforms, based on different CPU models and ranging from high-end 

servers to common workstations and mobile architectures (see Table 39). For each selected 

platform, we performed two types of power consumption measurements:  

      - Idle measures: in order to evaluate the average power consumption when all the 

Cores in the system are idle, and do not perform any tasks;  

        - Pn state measures: to quantify the average power consumption when one or more 

Cores are running (i.e., performing SW operations for 100% of their time) at a fixed Pn 

state. 

While the first kind of measurement is useful to evaluate the minimum power consumption for each 

selected platform, the         measures point out how much energy a Core can absorb when it is 
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fully active at a certain ACPI Pn state. In this respect, these two measures can be thought of, 

respectively, as the upper and lower bounds of SR performance when deployed in a real network. 

We also decided to consider an additional performance index, useful to evaluate the Core’s 

computational capacity   at the given frequency. Since data-plane functionalities are certainly the 

most CPU intensive and time consuming operations to be carried out in a SR, we decided to 

consider the maximum throughput, in terms of forwarded packets per second, as the key 

performance index in order to evaluate CPU computational capacity. 

Figures 113 and 114 show the         and       results obtained with a heterogeneous set of HW 

architectures, which includes high-end servers, workstations and mobile architectures. In detail, we 

extensively tested eleven HW platforms with the characteristics reported in Table 2. Figures 113 

and 114 highlight the gap, in terms of power consumption and forwarding performance, between 

the different HW platforms. These differences obviously depend not only on the specific CPU 

model, but also on the other HW components (e.g., mainboards, etc.). For the sake of simplicity, we 

drop this additional power consumption contribution in the following discussion, since it does not 

affect the obtained results and conclusions. 

Table 39: Considered HW platforms for Linux SW Router development. 

Name Features 

HW platform 1 (X) dual CPU Intel XEON Dual Core 5050 “Dempsey”, 3.0GHz, 64bit, RAM 533 MHz, PCIe 16x 

HW platform 2 (PD) Intel Pentium-D 925Dual Core, 3.0GHz, RAM 667 MHz, bus PCIe 8x 

HW platform 3 (A) AMD Athlon 64 dual Core X2 3800+, 2.0GHz, RAM 667MHz, PCIe 16x 

HW platform 4 (PM) Intel Pentium-M 745 “Dothan”, single Core 1.8GHz, RAM 266MHz, PCIe 8x 

HW platform 5 (O) dual CPU AMD Opteron Dual Core 265, 1.8GHz, RAM 400MHz, PCIe 16x 

HW platform 6 (C2) Intel Core 2 Duo E2160, 1.8 GHz, RAM 667 MHz, PCIe 8x 

HW platform 7 (A2) AMD Athlon 64 3500+, 2.2 GHz, RAM 200 MHz, PCIe 16x 

HW platform 8 (X2) dual CPU Xeon Quad Core X5550 “Gainestown”, 2.66 GHz, 64 bit, RAM 1333 MHz, PCIe 16x 

HW platform 9 (X3) dual CPU Xeon Six Core X5650 “Gulftown”, 2.66 GHz, 64 bit, RAM 1333 MHz, PCIe 16x 

HW platform 10 (I) Intel I5 Quad Core 750 “Lynnfield”, 2.67 GHz, 64 bit, RAM 1333 MHz, PCI 16x 

HW platform 11 (IA) Intel Atom Dual Core D510 “Pineview”, 1.83GHz, 64 bit, RAM 800 MHz, PCI 16x 

 

High-end server architectures (i.e., X, X1, X2, and O) obviously show both a heavy power 

consumption (more than 150 Wh), and a high forwarding performance, especially when a large 

number of Cores is employed. On the contrary, workstation architectures (PD, A, I and A2) exhibit 

an intermediate performance level, but both power consumption and forwarding performance can 

heavily change, according to the selected HW platform. For example, the PD platform is 

characterized by a much higher power consumption than the A and the A2 ones, while the A 

platform, thanks to its high-speed internal busses, shows remarkable values of packet throughput 

(about 1.5 Mpkt/s). 
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Figure 113: Idle power consumption for all the selected HW platforms. 

 

Figure 114: Power consumption and maximum throughput values for all the selected HW platforms. For each 

HW platform, the tests were performed by changing the Core P state, and with a variable number of active 

CPUs/Cores. 

In particular, the forwarding performance of the PD and the A2 platforms are limited by the 

bandwidth and the efficiency of internal busses, which do not allow exploiting the full 

computational capacity of CPUs/Cores. 

Similar remarks can be made also for the mobile architectures (i.e., PM, IA and C2). In detail, we 

can note how the C2 HW platform provides a very low power consumption, which ranges between 

about 30 and 50 Wh. 

Besides interesting information on different HW platforms’ behaviour, Figures 113 and 114 show 

that all the analysed PSMs (both in AMD and Intel processors) allow to linearly scale the maximum 

forwarding rates with respect to power consumption. This linear behaviour is maintained not only 

for different equivalent frequency values, when a single core is used for the SR data plane, but also 

for a rising number of CPUs/Cores. 
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5.4 Monitoring and management issues  

In this subsection, an initial set of energy aware parameters is defined and specified in order to be 

exposed to control and OAM applications for the autonomic and/or user driven configuration and 

monitoring. Monitoring and management of energy aware parameters represents a key point for the 

ECONET project, since it aims at introducing and developing novel integrated frameworks for the 

energy-aware network control, management and monitoring, working on top of the devices green 

capabilities and the abstraction layer interface.  

Monitoring may be related with the local status of the devices or the network status and may be 

applied in a centralized or distributed manner. The monitoring process consists of gathering metrics 

about the state and the power consumption of the hardware resources available on each network 

device which is part of the monitored infrastructure. Two reference models are available: the push 

and the pull model.  

 The push model is polling based: the monitoring process samples the energy parameters 

periodically, acting explicit monitoring request to the network node.  

 In the pull model, each network node sends periodically new values of the consumed 

parameters to the monitoring system. 

The pull model is performed by additional monitoring agents installed on each node, which will 

afterwards send the gathered data to a collector for processing and persistence. In case of push 

monitoring, multiple frameworks can be used, such as Ganglia
12

 (active monitoring) and CoMo
13

 

(passive monitoring). These frameworks differ in the communication protocol employed in 

transferring gathered metrics, the architecture of the monitoring strategy subsystems, the level of 

monitoring resources and the exposed API for accessing the collected information.  

In case of physical hosts, information about the energy consumption could be obtained in 

different ways, depending on the available hardware capabilities. There are four possible sources 

for such information: 

 Static datasheet information, when there is no possibility of measuring or estimating the 

energy consumption. 

 Estimation of the power consumption using the data monitored, like utilization values for 

network elements, boards and network links, through the use of a linear power model. 

Such a model would use the idle power value and increase the value proportionately with 

the usage factor of the aforementioned resources. This information could be calculated on 

each physical host and then injected in the monitoring system (e.g. Ganglia) for retrieval 

by the Green Abstraction Layer.  

 Direct measurements from host’s energy aware hardware.  

 Direct measurements of instantaneous power consumption from an attached power 

monitor. Such data collected from the power monitor could be fed to an energy estimation 

framework like AMEE, allowing calculation of different statistics or it could be processed 

directly on the host. 

For implementation, one of the first three mechanisms could be selected, as the fourth implies the 

use of a power metering system inside each device (wattmeter), which is impractical for all 

                                                 

 
12 http://ganglia.sourceforge.net/  
13 http://como.sourceforge.net/  

http://ganglia.sourceforge.net/
http://como.sourceforge.net/
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ECONET physical hosts. However, for the estimation model to function properly, parameters of the 

model would need to be determined using some sort of external power monitor.  

Energy aware parameters 

The energy efficiency support gathers multiple metrics, like: current (instantaneous) power 

consumption, average / max / min power consumption over last minute / hour / day / month or, 

optionally, over a custom period (which implies storing the power usage data). This data would 

then be made available on demand (through adding of custom probes) or, it could be fed into the 

monitoring system as current power consumption. Table 40 contains the first proposal of 

parameters that should be monitored, some of which were proposed within RFC4258. 

Table 40: Monitored parameters. 

Parameter name Description 

ResourceId Identifier of the network resource 

Status Represents the power status of the network device.   
Possible values are [PS0=SwitchOn][PS1][…][PSN=Switch Off] 

TransitionTime The average time necessary to the specified device to switch between two different states. 

Mode Represents the operational mode of the power status, related to the specified network device. 
Possible values are [static][dynamic] 
- In Static mode, the user is able to configure the power status of the managed devices, manually 
(switch on, switch off, etc ..) using management tools. 
- In Dynamic mode the power status of the selected interface is managed automatically, without any 
configuration steps. In this scenario, an appropriate algorithm analyses the power consumption of 
each device of the network element and calculates the best path minimizing the costs associated to 
it. Basic algorithms, interfaced with control planes facilities, will derive from PID, Sliding Mode, 
Optimal Control and Robust Control standard algorithms. 

PowerInfo Average power consumption of the selected network device 

PowerSource PowerSource selects the source of the power consumption data, related to a well-defined network 
device.  
- In metering mode, the average power consumption of each interface/device is calculated using a 
real-time metering system connected directly to the selected device. 
- In database mode, the average power consumption of each interface/device is retrieved from a 
local database, containing the power info of each device, statically. 

Transition from 
sleeping status 

The time needed for the device to transit from a sleeping to an active status. This parameter is 
crucial for the design of traffic engineering and distributed optimization techniques. 

Transition time for 
rate adaptation 

According to the network conditions, rate adaptation may be applied for reduced energy 
consumption. The transition time among different rates is important for the design of the rate 
adaptation strategy. Furthermore, in case that the temperature of the chipset is too high, the data 
rate can be reconfigured to a lower one in order to reduce the power consumption and temperature 
of the device. 

Power efficacy  The percentage of device mechanisms that are currently working in power saving mode. For 
example, on a modular switch it can be the percentage of modules currently working in power 
efficient mode. 

Power 
capabilities 

A well-defined list of power capabilities that the device supports. For example EEE, interface 
standby, system standby. 

Chipset 
temperature 

Monitoring the temperature of the chip-set. Once the temperature is too high, the feature can be 
reconfigured or some channels can be disabled or the datarate can be reconfigured to a lower one 
in order to reduce the power consumption and temperature of the device. 

Traffic counters Embedded traffic level counters useful to keep count of traffic. 
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5.5 Summary 

Section 5 detailed the technology specifications of energy efficient devices. A detailed 

description of the energy aware design space has been provided for future energy aware 

technologies at the network device data plane and at the network control plane. At the network 

device data plane the techniques include total re-engineering in order to cut down on power, 

dynamic adaptation of operating rate with response to current load, various sleeping techniques for 

devices that can go offline when the current load can be handled by a subset of them and energy 

efficient Ethernet, a new key technology appearing at various parts of the network. At the control 

plane, additional techniques include energy aware traffic engineering for selecting a subset of paths 

to carry the traffic, various joint resource (re)allocations around energy consumption and 

performance and virtualization techniques for adapting the function of network elements on the fly.  

Upon the description of the future energy-aware technologies, the power benefit expected from 

applying these technologies in network devices in the different network parts have been described. 

Specific consumption profiles have been presented for switch systems, VDSL home gateways, 

FPGA based systems and software routers. 

In switch systems, it was shown that by applying smart adaptation of power consumption of each 

port to the actual traffic the switch serves, we can accomplish power reduction up to 50% of the 

maximum power consumed by today’s switching systems. By applying smart port shut-down 

techniques, we can achieve power reduction of up to 50%, while by applying smart cooling 

techniques we can reduce the average working point of the fans to 50% of max speed, and by doing 

so achieve additional 10% reduction in total power consumption. Additional significant power 

improvement can be achieved through the integration of power management and control tools that 

will have additional impacts on the total power consumption of the whole system.  

For Home Gateways (HGs), it is possible to achieve power saving turning to standby modes 

unused interface functions during the fruition of one particular HG service. The power supply 

system is identified as the more power hungry part of the HG, thus it has to be also optimized. By 

the use of optimized power designs it is possible to achieve efficiency of 80% for the external 

power supply and of 80% for the internal DC-DC converter, thus having a total 40% reduction in 

power losses compared to old designs. The third part that can be optimized from the point of view 

of power consumption in the HG system is the processor and memory. For this purpose, the 

multithreading technique proves to increase power saving since it permits to condensate processor 

jobs in the timeline and to have timeslots of rest, where the processor can go to wait/sleep states, 

increasing energy saving.  

 The power consumption estimation on an FPGA system implementing Carrier Ethernet 

Switching was also presented based on three different scenarios to demonstrate the result of 

frequency power scaling. Based on specific configurations, a minimum power reduction of 20% on 

the RAM together with additional reduction in the logic and the I/Os is achieved based on a switch 

design that runs at 20MHz. This configuration results in more than 50% reduction from the full 

functional 5Gbps Carrier Ethernet Switch that runs at 100MHz. 

In network routers, we focused on promising new generation Software Routers (SR), based on 

open source SW and on multi-core Commercial Off-The-Shelves (COTS) hardware. We tried to 

enable energy management capabilities in the SR data plane and understand their impact by 

characterizing the trade-off between SR performance and energy requirements under different 

system configurations. For this purpose, several benchmarking sessions were performed with a 

heterogeneous set of HW platforms. These measures gave us the chance both to understand the 
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relationship between the SR internal dynamics and its external/power-related performance, and to 

derive a simple model to estimate SR behaviour with respect to different setups and traffic offered 

loads. 

Finally, monitoring and management issues were addressed, where an initial set of energy aware 

parameters is defined and specified in order to be exposed to control and OAM applications for the 

autonomic and/or user driven configuration and monitoring.  

6 Target energy saving and general performance indexes  

The introduction of energy saving mechanisms involves the need of commonly accepted criteria 

to evaluate their effectiveness, thus the standardization of a set of benchmarking methodologies and 

performance indexes. This section initially provides a brief state of the art of the existing standards, 

in order to point out their strongest and weakest points. Then, the evaluation methodology that will 

be followed within ECONET is proposed, describing both the performance indexes conceived to 

denote the trade-off between power consumption and network performance and the set of test 

procedures used to obtain the desired indexes. The most innovative features introduced are the use 

of latency to characterize the performance degradation due to the power management methods, the 

use of bursty traffic in order to perform more realistic tests and thus stay closer to a real Internet 

scenario and the examination of the trade-off among the energy consumption in all the network 

devices and the QoS perceived by the end-users. Evaluation criteria are defined for both data and 

control plane, focusing mainly on the device and its components or the entire network accordingly. 

It is important to note that in the evaluation methodology we focus on the energy consumption of 

devices that constitute the network without looking in detail in the energy consumption of the 

peripheral devices, like air conditioning or power supplies, whose energy models are generally 

rough, if not unknown altogether. 

In addition to the evaluation criteria, an analytical framework is introduced for representing the 

impact of energy adaptive technologies and solutions for network devices under investigation by 

the ECONET consortium. The framework is applied in the ECONET reference scenarios and the 

energy saving gains that can be achieved based on the application of energy-aware techniques are 

estimated.  

6.1 Performance indexes and benchmarking methodologies 

This section is meant to discuss and compare the three standard methods for measuring power 

consumption at varying performance levels of network devices and systems. In the following 

analysis, each method will be investigated singularly, in order to establish in a complete and, as 

much as possible, easy way, its specific behaviour. Further considerations and comparisons will be 

provided at the end of the section. Although the last method here described has a different aim, as it 

does not perform any power consumption measure, it is included because it represents a valid 

guideline for both performance testing and set up procedures. Moreover, some of the tests it defines 

are already exploited by the other standards to select the starting parameters for further 

measurements. 
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6.1.1 Existing Standards and Comparison 

Energy Consumption Rate (ECR 3.0.1 Standard) 

ECR 3.0.1 [26] is a proprietary standard owned by Juniper and IXIA. It allows measuring the 

ratio between power and performance as well as the consumption due to single components (in 

presence of redundancy) and the system energy consumption over a projected lifetime. The main 

test, defined as mandatory, is performed measuring the maximum offered load the device under test 

can support without losing any data. A router tester is used for this purpose. Traffic is sent at that 

speed for 1200 seconds, and a watt-meter measures the average power consumed in this time 

interval. Traffic is then sent at 50%, 30%, 10% and 0% of the maximum throughput, and average 

power consumption is measured during each transmission. The chosen packet size is the maximum 

supported by that kind of the System Under Test (SUT). The Energy Consumption Rating (ECR) 

index can be expressed as follows: 

    
    

    
   (5) 

where      represents the average power consumption at maximum throughput and      is the 

throughput itself.  

The ECR index has the clear and simple aim of quantifying how much energy is needed to 

forward one Gigabit of data at the maximum speed. This performance index is clearly very 

“unnatural”, since it evaluates the SUT at an operating condition (maximum speed with Constant 

Bit Rate (CBR) traffic flows) that is seldom (or never) reached in real-world deployment scenarios. 

Notwithstanding these considerations, the ECR index can be obviously useful to evaluate the 

SUT “green” re-engineering level. Unfortunately, the ECR does not include any indications 

regarding power management mechanisms possibly included in the SUT, since their effects become 

evident only at low levels of traffic offered load. However, the standard introduces an optional test 

aimed at estimating a version of the ECR index, called ECR-VL (ECR-Variable Load), weighted 

for various offered load (0%, 30%, 50%, 100% of the effective throughput). All the benchmarking 

tests use CBR traffic flows with fixed-size packets. 

Telecommunications Energy Efficiency Ratio (ATIS060015.02.2009 Standard) 

As far as the testing methodologies are concerned, the ATIS 060015.02.2009 standard looks very 

similar to the ECR 3.0.1. However, it is addressed to transport/core network products, owned by the 

carrier and explicitly characterized by redundancy. The evaluation metric that is introduced is an 

index called Telecommunication Energy Efficiency Ratio (TEER) that can be obtained by putting 

together the results of each component, collected in a database. It is also possible to provide a series 

of certified configurations, each one characterized by its index.  

For each component, the database maintains the maximum throughput and the average power 

consumed at 100%, 50% and 0% of that throughput. TEER is obtained as the ratio between the sum 

of the maximum rate for each component and the sum of the consumptions, for each component, at 

the three traffic loads previously mentioned. In order to simulate real world behaviour, Internet 

MIX (IMIX) traffic profile is used for the transmissions, which means that packets of different 

lengths are generated by the test equipment according to a statistic distribution and transmitted to 

the SUT. 



 

 

142 

 

  FP7-ICT-258454    D2.1 

The main difference between the two standards can be seen in the amount of produced results: 

ATIS 060015.02.2009 only provides TEER, while ECR 3.0.1, aside from the index obtained with 

the mandatory test, gives a wider data volume, including average consumption measured on 

different traffic rates. The devices taken into consideration by the second standard, however, are 

more specific, and they focus mainly on modularity.  

Benchmarking methodology for network interconnect devices (RFC 2544) 

Notwithstanding the RFC 2544 is not oriented to evaluate energy-efficiency, it is included it in 

this section, since it is the “mother” of all standards for benchmarking network devices. Thus, 

recalling its base concepts may be useful to extend ECR 3.0.1 and ATIS 060015.02.2009. 

This standard provides a very complete set of methodologies and performance indexes for 

evaluating network performance. The same tests can be applied to all kinds of network 

interconnection devices, in all their possible configurations. The following tests can be taken into 

consideration: 

 Throughput Test: the throughput is the fastest rate at which the count of test frames 

transmitted by the SUT is equal to the number of test frames sent to it by the tester. For each 

available frame length the maximum throughput is calculated; this provides not only the 

first test result, but also a binding datum for the next measures.  

 Latency Test: the procedure that determines latency uses the previous result as a starting 
point. Latency represents the interval between the time at which a frame is fully transmitted 
and the time at which the same frame is received.  

 Back-to-back Test: bursty traffic characterized by the maximum burst length allowed is 
generated by the tester. The back-to-back value is the number of frames in the longest burst 
that the SUT can handle without losing any data. 

Comparison and extensions 

The main features and performance indexes obtained with the considered standards are 

summarized in Table 41. 

Table 41: Comparison of the Analysed Benchmarking Standards. 

Standards Benchmarking scenario Main results obtained 

ECR 3.0.1 1. CBR traffic 
2. Traffic at different loads 
3. Maximum packet size 

1. ECR [W/Gbps] 
2. ECR-VL [W/Gbps], ECR-EX [W/Gbps] 
3. Energy Bill Estimates [$] 

ATIS 060015.02.2009 1. CBR traffic 
2. Traffic at different loads 
3. IMIX traffic 

1. DTEER [Mbps/W] 
2. CTEER [Mbps/W] 

RFC 2544 1. CBR traffic 
2. Bursty traffic 
3. Traffic at different loads 
4. Range of packet sizes 

1. Maximum throughput [Gbps] 
2. Max, average, min latency [us] 
3. Maximum burst length [bursts/frames] 

 

Based on the above-mentioned standards, it can be concluded that the existing standards present 

some interesting features, but at the same time they lack important indications that would be 

necessary for a thorough evaluation of future network devices. Considering ECR 3.0.1 and ATIS 

060015.02.2009, both of them are focused only on the measurements of energy consumption, 

however, they lack clear indications on evaluating the trade-off between power absorption and 
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network performance. In addition, since none of their methodologies takes into consideration bursty 

traffic, the obtained results cannot provide an accurate representation of real traffic. Regarding the 

RFC 2544, the main characteristics regard its multi-purpose nature: although it is not designed for 

evaluating energy efficiency, its concepts and methodologies can be deeply exploited within other 

contexts. The fact that it can be applied to all kinds of network systems, embracing different 

protocols, topologies and traffic nodes testifies for its versatility.  

Furthermore, latency is not taken into consideration neither in ECR 3.0.1 nor in ATIS 

060015.02.2009, as they both use only throughput to characterize performance. However, in 

energy-aware systems power reduction tends to cause an increasing of service times, generating 

delays. For this reason, a correct exploitation of energy efficiency techniques cannot be evaluated 

regardless of latency. In addition, both standards employ CBR traffic to determine the average 

power consumed during the transmission. This assumption can be unrealistic if we consider the fact 

that real traffic generally has a bursty composition. However, CBR traffic could be considered as a 

limit case and included in a wider set of measurements. Regarding results’ representation, 

determining a global index would be desirable, since it is more synthetic and gives an immediate 

idea on a system’s behaviour. On the other hand, some critical aspects could be neglected without 

any further information.  

Starting from these considerations, the methodology that will be followed within ECONET 

consists in determining two indexes: one represents the amount of energy that can be saved through 

power management capabilities, while the other one quantifies the performance degradation that 

these capabilities can provoke. These indexes will be explained in a more detailed way in the next 

subsections and will be correlated with specific parameters related with the data and the control 

plane. 

6.1.2 Evaluation of energy-aware data plane 

The evaluation of the energy aware data plane has to take into account the improvement in energy 

efficiency within each device that is achieved through the application of energy-aware techniques in 

this plane (as they are already detailed in section 5.1). In order to be able to proceed to evaluation, 

specific performance indexes have to be defined taking into account the existing ones’ in the 

available standards. For instance, the index provided by ECR 3.0.1 shows in a simple way the 

amount of energy consumed to forward one Gigabit of data. For this reason, it can be usefully taken 

into consideration to represent how a device reacts to a limited behaviour of traffic, as in the case of 

CBR flows.  

The information obtained with this result becomes not sufficient especially in the presence of 

power management policies. Both adaptive rate (AR) and Low Power Idle (LPI) techniques have 

the drawback of increasing latency. Power scaling causes a stretching of packet service times, while 

idle logic introduces an additional delay in packet service, due to wake-up times. Moreover, power 

scaling causes larger packet service times, and consequently shorter idle periods. For all these 

reasons, it is necessary to collect and put data together to quantify what we gain in terms of energy 

saving and what we lose in terms of service delays.  

Performance indexes 

Energy gain represents the power saving obtained thanks to power management in comparison to 

a scenario with no such capabilities: 

   
       

    
   (6) 
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where    is the current power consumption and      is the maximum consumption reached by the 

device. The result gets closer to 1 as consumption decreases. 

Performance degradation is expressed as a ratio between the values of packet latency in the case 

of an ideal network device (i.e., with an infinite processing capacity), and the ones measured with 

the real SUT: 

   
 ̃  

 

 
(  

      
   )

 ̃  
 

 
(  

      
   )

     (7) 

where parameters with the i index represent the latencies for the ideal device, and the ones with the 

r index are measured on the real SUT.       ̃  and      are the minimum, average and maximum 

values, respectively, of packet latencies. The values for minimum, average and maximum latency in 

the ideal case have to be computed by starting from the packet transmission times on input and 

output links. It is worth noting that if the packet transmission time on the input link is longer or 

equal to the one of the output link, then   
     ̃    

   . Otherwise, as shown in Figure 115, 

these latency values have to be estimated by considering traffic burstiness in an explicit way. 

 

Figure 115. Packet burst processing in an “ideal” SUT 

We can simply compute the   
    value as the sum of the packet transmission times on the input 

and output links (       ): 

  
                (8) 

With reference again to the simple example in Figure 115, the   
    parameter can be calculated 

as follows: 

  
                                      (9) 

where n is the length of the incoming bursts. Thus, the  ̃  value can be simply expressed as: 

 ̃  
   

 
    

   

 
        (10) 

Benchmarking methodologies 

As in the in ECR and ATIS standards, it is suggested to start benchmarking tests by exploiting the 

RFC 2544 Throughput Test. But differently from the above methodologies, we propose to perform 

test sessions with:  
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 different loads, namely 100%, 50%, 30%, 10% and 0% of the output link bandwidth (and 

not of the effective throughput – this will make more comparable results obtained with 

different SUTs or with different configuration of the same SUT); 

 different packet burst sizes, namely 1 (CBR flows), 10, 50, 100, 200 packets; 

 different packet sizes (as suggested by the RFC 2544), and where possible with IMIX 

profiles. 

It is worth noting that, when possible, packets shall have different IP source and destination 

addresses, since devices often include multiplexer and de-multiplexer elements working on a per-

flow basis. In this way different IP couples can be classified as different flows, and then trigger 

different parallel HW pipelines internally to the SUT. On each session, the average power has to be 

measured. Regarding network performance different values can be collected: the average 

throughput, the minimum, average and maximum value of packet latency, and packet loss rates. If 

the SUT has the possibility of entering various power management configurations, measures are 

repeated for each of them. 

6.1.3 Evaluation of energy-aware control plane 

The steps towards improving the energy efficiency of an already implemented network involves 

replacing old equipment with new energy friendly one and/or performing network consolidation at 

each PoP reducing the number of energy consuming devices and/or changing network topology 

and/or developing control strategies that rely on the overprovisioned/redundant nature of networks 

to reroute traffic while putting devices to sleep and/or developing strategies that exploit the power 

aware capabilities of the devices in expense of their performance.  

The development of strategies at the control plane facilitates the deployment of power aware 

capabilities of the equipment as well as the overprovisioned and redundant nature of the 

implemented networks to improve the energy efficiency of the network. Strategies are targeted to 

achieve energy savings on a reference network reducing its total energy consumption over time 

while managing effectively serving the same traffic as in the energy agnostic and performance 

oriented operation without degrading the quality experienced by the end user.  

Performance indexes 

Let    
    be the total instant power consumption at time   over a reference network   , defined 

as the sum of the instant power consumption    
    at time   of all   involved in the network 

operation devices    where         ; 

   
    ∑   

    

 

   

                 

Considering a time period   then the total energy consumption    
 over the reference network 

   for the period   is defined as 

   
 ∫    

     

 

   

 

Let    
    be the aggregate traffic rate at time   at the reference network   , defined as the sum 

of the traffic rates    
    of all   distinct end-to-end flows              at time  ; 
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    ∑   

   

 

   

 

Considering a time period   then the total volume    
 inserted into the reference network    for 

the period   is defined as 

   
 ∫    

     

 

   

 

Considering that power is expressed in Watts, volume in bits and time in seconds, network    

requires    
 Watts for serving    

 bits of aggregate traffic volume over a time period of   seconds. 

Let  ̅  
 be the average energy in Watts required for serving 1 bit (average energy-per-bit) over the 

network    considering an operation period of   seconds; 

  ̅  
 

   

   

 

Let   
  be the network after applying energy aware strategies and    

  the new total energy 

consumption over a period   for the same traffic volume and pattern over time. Let   ̅  
  be the new 

average energy-per-bit achieved over the period  . Let    
     be the total power consumption at 

time   over the network   
 . The energy saving ratio achieved    

  is defined as 

   
  

   
 

   

 
 ̅  

 

 ̅  

 

An objective comparison between the energy consumption on the reference network and the 

energy consumption on the network after applying energy aware strategies in fact would require a 

thorough comparison considering several workloads and then probably considering energy saving 

as a weighted average over all energy savings at the various workloads. 

Traditional network performance metrics such as end to end delay, throughput and jitter that 

reflect offered QoS should be measured for both the reference network and the network illustrating 

the developed strategies and compared towards deciding performance degradation against achieved 

energy savings. However developed strategies may also include methods to conceal from the end 

user the effects of a probable QoS degradation. Thus, Perceptual QoS (PQoS) – or Quality of 

Experience (QoE) - as a metric of the quality experienced by the end user should be also introduced 

and evaluated against classic QoS and achieved energy savings; a high PQoS translates to a high 

performance experienced by the end user irrespectively from the fact that QoS metric may indicate 

otherwise. Most commonly PQoS is related to the type of service considered. 

Furthermore, an indicator of how well developed strategies perform is the level of energy 

proportionality to the network load they reach. Although this indicator is to be further defined, 

considering as the network load the traffic injected into the network from several origins, it seems 

that considering the average energy consumption versus the network load as this is generated as the 

sum of flow rates of several random combinations of origin-destination pairs over a time period, 

would provide valuable info regarding the energy proportionality achieved. 
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Specific bounds can be defined for this purpose. For an appropriately chosen observation period 

and a network topology illustrated by a set of devices, the upper bound to energy consumption is 

given when the fully energy agnostic case is considered where operation is targeted for maximum 

performance (best offered QoS) and redundancy, irrespectively of the energy consumption. 

Regarding the theoretical lower bound to energy consumption this is given when:  

1. the fully energy proportional case is considered where ideally it is considered that each 

device consumes energy directly proportionally to the traffic it serves; it consumes zero energy 

when serving no traffic while it reaches its maximum consumption when serving 100% of its 

maximum throughput, and 

2. every origin-destination communication follows the most energy efficient path. 

Developing strategies for a considered reference network aims at approaching as close as possible 

the lower bound to energy consumption - i.e. approaching the upper bound to energy savings-, 

while managing at the same time to retain the performance perceived by a user. 

Benchmarking methodologies 

Evaluation of the proposed strategies can be conducted based on simulations and on 

implementations in the ECONET testbeds. A fully simulated environment permits studying their 

behaviour in a broad space of diverse conditions and reach safe results while the next step is to 

evaluate them over prototypes before implementing them in a real working environment. In all the 

cases, profiling of the traffic over a reference network is crucial for finding patterns and behaviours 

that the strategies under development may take advantage of to save energy. Although evaluation of 

new strategies may only consider workloads and traffic patterns met in the reference network, 

evaluation over several workloads and traffic patterns synthetically generated would be necessary to 

exhibit the generality of the proposed strategies and reveal the relation between performance and 

area of deployment in terms of workload and traffic characteristics. Furthermore, the achieved 

energy saving should be examined versus QoS and PQoS while the achieved energy proportionality 

to the network load is evaluated. 

Regarding the traffic engineering approaches, the objective function used for paths optimization 

must be formulated in an adequate, simplified way. The quality of routing decisions depends on: 

 the quality of traffic prediction and traffic matrix estimation, 

 the quality and granularity of the device energy models, i.e. the number of factors taken 

into account and the accuracy of model parameters, 

 the quality of the solution – the better the solution, the more computing power must be 

involved (and more carbon dioxide released). 

It is reasonable to assess the quality of solutions obtained by green routing algorithms using the 

same quality index that they use. Such approach gives us the information about the quality of the 

algorithms themselves, regardless of the quality of the underlying energy models of the real 

hardware. The assessment of energy models’ quality and traffic prediction should be done 

separately from the assessment of algorithms, by comparing the computed optimality indexes with 

real-life measurement data. It should be emphasized that modelling is something individual for 

every single type of networking device and component. Similarly, traffic prediction covers 

characteristics of individual networks, and may vary with time. On the other hand, efficiency and 

effectiveness of optimization algorithms is something invariant – that is why it should be evaluated 

in separation from real-life examples. 



 

 

148 

 

  FP7-ICT-258454    D2.1 

6.2 The ECONET target energy savings 

This section introduces the analytical framework for representing the impact of energy adaptive 

technologies and solutions for network devices under investigation by the ECONET consortium. 

This modelling framework is an extended version of the one proposed in [119], and aims at 

representing the energy gains achievable by using both standby and dynamic power scaling 

primitives. In case of DPS primitives, both idle logic and adaptive rate are explicitly considered. 

The entire model is specifically designed for capturing the main effects and potential benefits of 

the energy saving primitives in a highly parametric way, without entering into the details of how 

these primitives will be realized inside device platforms. We modelled each energy-aware primitive 

by means of an extended set of efficiency and shape parameters, which allows us going beyond the 

simplistic representation of the device energy profile shown in Figure 85 and used in [119]. These 

parameters are thought to capture the main peculiarities of the energy-aware primitives under 

investigation. Moreover, this extended parameter set will allow us understanding how and which 

green primitives have to be designed in order to maximize their impact on existing network 

infrastructures. 

Table 42: Notation used in the impact model. 

  The Business-As-Usual (BAU) energy consumption of the device (i.e., without any energy-aware primitives enabled) 

       The minimum value of power consumption when the network device is sleeping in the idle state 

      Minimum power consumption when the network device is active 

      Maximum power consumption when the network device is active 

   Power consumption when the device is fully sleeping 

     Share of energy consumption due to control plane hardware 

      Share of energy consumption due to data plane hardware 

      Share of energy consumption due to cooling and power supply 

  Efficiency level of the standby capability 

  Efficiency level of the power scaling capability 

  Indirect gain on cooling system and power supply 

  Efficiency level of green traffic engineering and routing policies 

  Number of available power states 

     The normalized value of maximum service capacity when the device is working in the s-th state. Note that  

  The normalized value of traffic load incoming to the device 

  shape parameter of power states’ energy consumption  

  shape parameter of idle optimization efficiency (ideal case , real case ) 

  
Dependency parameter of idle optimization from power states (if , idle logic is completely unaware of power states, if  

there is no idle logic) 

  
   

 Maximum power consumption when the network device is active and working in the s-th state 

  
   

 Power consumption when the network device is idle and working in the  state 

 ̃   
 Average energy consumption of a device using LPI and AR primitives, and working in the  power state 

  Conservative level of exploitation of green technologies 

  Increase degree of traffic volumes in devices remaining active after the use of the green traffic engineering 

 ̂    Average energy consumption of an active device in the presence of the  incoming load 

 ̃     Average energy consumption of an active device according a traffic volume with probability density distribution  

      Probability density distribution of incoming traffic load 

  1x4 vector containing the number of device per network layer (home/access/metro/core) 

  1x4 vector containing the average power consumption per device per network layer (home/access/metro/core) 

   1x4 vector containing the average  redundancy degree of devices per network layer (home/access/metro/core) 

   1x4 vector containing the average redundancy degree of links per network layer (home/access/metro/core) 
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Recalling the simple representation in Figure 85, we can note that the energy profile of a network 

device can be roughly described by means of three main parameters: 

 the maximum energy consumption   when the device is fully active and working at the 

maximum speed (in such a case          corresponds to the energy consumption of 

the device with no green technologies enabled); 

 the minimum energy consumption        when the device is active but not working (in 

idle mode) at the minimum speed; 

 the energy consumption    when the device (or parts of it) is in sleeping mode. 

As already proposed by the ECONET consortium in [119], we obviously suppose that        
         ; more specifically, since these optimizations will be applied at data plane HW only: 

            (11) 

                                      (12) 

                                 (13) 

where the    parameters represent the device internal breakdown of energy consumption sources; 

 ,   and   are the efficiency degrees of green technologies under investigation (the detailed 

notation description is in Table 42). 

The way with which the energy consumption changes between the   and        parameters 

according to the traffic load fluctuations will obviously depend on the typology, the 

parameterization and the efficiency of power scaling primitives (i.e., AR and LPI). In this respect, 

the linear relationship between workload and energy consumption in Figure 85 should certainly be 

considered as an ideal case, since AR and LPI may introduce different aspects that may affect 

system performance [120]. 

For instance, the intrinsic nature of AR primitives leads the device working with a finite and 

discrete set of stable HW configurations (in terms of input voltage, clock frequency speed, etc.), 

generally referred to as “state”. Depending on the HW technology in use (ASIC, FPGA, etc.) and 

on the implementation of AR primitives (e.g., dynamic frequency scaling - DFS, dynamic voltage 

scaling – DVS, dynamic frequency and voltage scaling – DVFS), the relationship between energy 

consumption and performance with respect to AR states may exhibit different trends (e.g., linear, 

quadratic, etc.). 

As far as LPI primitives are concerned, we have to take the energy overhead into account, which 

is needed by the HW to enter and to re-wakeup from low power modes. As shown in [37][121], the 

more this additional energy is non-negligible, the more it makes the profile follow a curve with 

greater concavity with respect to Figure 85. 

Owning to all these considerations, subsections 6.2.1 and 6.2.2 introduce a general model for 

estimating the energy profile of a device with AR and/or LPI primitives. Subsection 6.2.3 is 

devoted to calculate the optimal AR and LPI configurations to meet the incoming traffic load and 

service requirements. Subsection 6.2.4 focuses on the modelling and the usage of the 

sleeping/standby primitive. 
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6.2.1 The Adaptive Rate model 

We assume the presence of   power-states. The generic     power state, with          , is 

thought to be represented by a pair composed by the maximum forwarding capacity      and the 

maximum energy consumption   
   

. 

The list of power states are thought to be ordered in s: s=0 corresponds to the state with the 

lowest energy consumption and     , and s=S-1 to the most energy-hungry state providing the 

highest network performance. In more detail, the S-1 state corresponds to the case of a device 

without any AR primitives enabled, and therefore          and   
     

  . For the sake of 

simplicity and without loss of generality, we impose that power states are equally spaced in terms 

of network performance: 

                 (14) 

and then          ,            , …,          . 

Starting from the previous considerations, in order to estimate the maximum energy consumption 

in the s-th power state we apply the following relationship: 

  
    ( 

     

 

 (      )        

 

      )

 

   (15) 

It is worth noting that, in case of    , we will have a linear relationship between service 

capacity and energy consumption, which is a typical condition of DFS approaches in many COTS 

processors [35], while for     we can model typical quadratic behaviour of DVS approaches in 

CMOS silicon. Higher values of   could be suitable for representing DVFS approaches. Similar 

concepts and formulation were used also in [76]. 

6.2.2 The Low Power Idle model 

 s outlined in some previous works [121][37][120][122], the average energy consumption of a 

generic device with LPI primitives enabled depends on the incoming traffic volumes with respect to 

the system maximum capacity, and on the HW efficiency in entering and exiting from idle modes. 

In order to represent such aspects, we modelled the average energy consumption  ̃    of a device 

including idle logic and power scaling capabilities as follows: 

 ̃       ([  
   ]

 

 
(  

 

    )  [  
   ]

 

  

    )

 

   (16) 

where   
   

 is the power consumption during idle periods, and   the shape parameter of the power 

consumption curve. In detail, the case     corresponds to the ideal case, where there is no 

overhead in entering and exiting idle states, and then the energy consumption increases in a linear 

way with respect to the traffic load  .  

As previously sketched, we expect      increasing in a convex way with respect to   given the 

non-negligible idle-active transition costs. Therefore, we assume     for real implementation of 

idle logic [40]. 
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Moreover,   
   

 may also depend on the selected power-state: 

  
     (  

          )            (17) 

where   is the dependency degree of idle logic on the power states: if     the energy 

consumption in idle periods does not depend on the s-th state. On the contrary if    , we have no 

idle logic optimizations in the considered device. 

In more detail, and in order to provide a conservative estimation of energy saving, we decided to 

impose              . 

6.2.3 Using the optimal energy profile with AR and/or LPI primitives 

A device providing more than one power states should be controlled by optimization frameworks, 

working on the single device or among multiple network nodes. The specific objective of such 

framework is to select the best power states, providing the minimum energy consumption while 

meeting the incoming traffic load and QoS requirements. 

From a very simplistic point of view, the output of such optimization framework can be 

synthesised as in the following: 

 ̂              { ̃
       |            }    (18) 

where     represents how much the optimization framework is “conservative” in allocating 

resources in terms of choosing the most suitable power state for meeting the incoming traffic load 

with the desired QoS level. 

In order to make the understanding of the proposed model as intuitive as possible, Figure 116 

shows an example of the energy profile according to each AR state (obtained from Eq. 6) and the 

final optimal one (obtained from Eq. 18) of a generic device. The number of AR profile curves is 

obviously equal to the number of available states (S). 

The optimal profile simply consists of a piece-wise curve, composed by the most power saving 

parts of AR curves guaranteeing that the sum between the average incoming traffic load and a 

guaranteed threshold ( ) is lower than the maximum service rate in AR states (    ). As outlined in 

Figure 116, by increasing  , the optimal energy profile would “jump” from the AR state with lower 

performance to the higher one for lower values of  . The   parameter affects how the maximum 

values of AR curves are spaced among themselves. In the example of Figure 116,   is fixed to 1 

and, then, the curve joining all the maximum consumption levels of AR state profiles (i.e.,   
   

) 

corresponds to a straight line; moreover,   
   

 values result to be equally spaced. In case that    , 

this curve becomes more convex, and the   
   

 values tend to become more spaced according to the 

increase in s. In an analogous way,   impacts on the energy consumption of AR state profiles when 

   . If   is fixed to 0, then all the AR state profiles would start from the same level of energy 

consumption. 

Finally, by increasing   above 1, the curve of AR state profiles would become more concave. In 

case that    , the profiles become straight lines between   
   

 and   
   

. 
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Figure 116: Example of energy profiles in various AR states in the presence of LPI primitives, and resulting 

optimal device energy profile. 

6.2.4 Standby model 

As far as the standby/sleeping primitives are concerned, the energy consumption of the entire 

device in standby state is obtained by means of Eq. 13.  

However, we consider that they may be applied to entire devices or, depending on the prototype 

architecture, to selected parts of them (e.g., to a single line card, or to a link interface, etc.). 

However, the model here proposed does not aim at explicitly representing the energy-profile of 

each sub-component, but only an aggregated representation is provided.  

Regarding the standby applicability, we consider to put into standby status the unused parts of the 

network in terms of nodes and links, which do not cause a potential “connectivity loss.” For 

instance, as under investigation inside the ECONET project, we consider putting into standby mode 

all the redundant hardware (in terms of entire backup nodes, or backup interfaces/line cards) 

deployed in the network for resilience purposes. In addition to redundant HW, we consider also the 

effect of energy-aware traffic engineering and routing policies, which may allow aggregating traffic 

in a subset of nodes and links during low traffic volumes periods, and consequently putting in 

standby status further HW across the network. 

Thus, as shown also later in section 6.3, our approach leads to apply standby primitives especially 

on metro, transport and core network segments, where redundant HW elements and more 

alternative paths are generally present. At the (home) customer access level, we suppose to use only 

LPI primitives. 

6.2.5 Considering the entire network infrastructure 

In a similar way with respect to the work in [119], we consider a network infrastructure 

composed by 4 network segments: home, access, metro and transport, and core. The representative 

devices for such network levels are home gateways, Digital Subscription Line Access Multiplexers 

(DSLAMs), high-end optical switches, and multi-chassis IP routers, respectively. Thus, in order to 

represent such network structure in a compact way, we will use a vector notation. The vectors and 

matrixes will be represented by using the bold style. 

We start by introducing the   and   vectors, having 4 elements representing the device density 

and related BAU power consumption ( ) for the home, access, metro/transport and core networks, 

respectively. Thus, BAU energy requirement of the entire network infrastructure can be easily 

expressed as: 
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            (19) 

In order to estimate the energy gain of green technologies, we need to estimate which share of 

HW (in terms of entire or part of them) can enter standby mode, and consequently how much HW 

is active and working with LPI and AR. 

To this purpose, we can simply obtain the share of redundant HW (to be put in standby mode) as 

follows: 

     
  

 
 (  

  

 
)    

  

 
    (20) 

where    is the identity matrix of rank 4, while    and    are the average redundancy degree of 

devices and link, respectively. 

As previously sketched, the adoption of green traffic engineering and routing policies may help in 

aggregating the transport traffic flows in a subset of nodes and links, especially during night hours 

with low traffic volumes. So, additional HW that can enter standby modes can be estimated as 

follows: 

                         (21) 

On the other hand, aggregating the traffic in few nodes and links causes an increase in traffic load 

on the ones remaining active. The increase factor of traffic volumes in devices remaining active can 

be expressed as the ratio of active network resources without such policies, and the number of 

active ones with the policies: 

     
      

   

    
                      (22) 

where j represents the j-th element of  ,      and    vectors. 

Extending Eq. 19, the energy consumption of the entire network infrastructure working with 

green technologies enabled can be easily expressed as the energy consumption of sleeping HW 

elements and active ones: 

    [                   ̃    ]      (23) 

where   ̃     is the average power consumption (per network segment) of active devices working 

with AR and LPI in the presence of fluctuating incoming traffic loads. 

In more detail, in order to capture the effect of traffic daily profiles shown in Section 4 and 

recalling Eq. 18, we express  ̃   as the expectation of  ̂     with respect to the incoming traffic 

volume   and the increase of traffic   due to the additional resources put in standby mode by 

network control policies: 

 ̃   ∫  ̂    
 

 
           (24) 

Finally, the energy saving with respect to the BAU case can be easily found as follows: 

                (25) 
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6.3 Estimating the energy saving gains  

This section aims at evaluating the potential impact estimated by the proposed model within the 

energy-efficiency degrees suggested by the ECONET consortium in the presence of the realistic 

scenarios provided by Telecom Italia and GRNET for the access, home, metro/transport, and core 

networks. The main aim of this analysis is to understand the impact of each energy adaptation 

primitive on the various network segments, and consequently to try collecting precious information 

on how these technologies have to be designed and which level of efficiency they should provide 

for maximizing energy consumption reduction in real-world ISP and Telco network infrastructures.  

As far as the network scenarios are concerned, we fixed the   and   for GRNET and Telecom 

Italia by starting from Table 15 and Table 17: 

       |

        
     
    
   

|          |

  
    
    
     

|          |

 
  
 
  

|           |

 
   
 

    

|  (26) 

It is worth noting that the network access segment of Telecom Italia (the 2nd elements of the 

vectors above) has a quite different nature in terms of device typologies and technologies from the 

GRNET one, since, for the former, it corresponds to the residential access, whereas, for the latter, it 

corresponds to peering to local academic networks, research institutes or data-centers. In terms of 

device typology (mainly L2 switches), the access segment of GRNET roughly corresponds to the 

metro one of Telecom Italia.  

Starting from the values in Table 16and Table 18, we can define the redundancy degrees per 

network level in both the considered scenarios: 

         |

    
    
    
    

|                |

    
    
    
    

|                  |

    
    
    
    

|                 |

    
    
    
    

|   (27) 

Regarding the traffic profiles, we used the data obtained by real measurements in the GRNET and 

TELIT networks. In more detail, the traffic load measurements were used to obtain an estimation of 

the load probability distribution      , while, in order to make a conservative estimation, the 

maximum link occupancy was fixed at 50% of the available capacity. 

As far as the devices in the various network segments are concerned, we use the same energy 

consumption breakdown as in [119], and coming from device manufacturers in the ECONET 

consortium: 

     |

    
    
    
    

|       |

    
    
    
    

|       |

    
    
    
    

|    (28) 

In a similar way, also regarding the energy-efficiency parameters, we used the values indicated 

by the ECONET consortium: 
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In the rest of this section it is estimated the energy-saving that the green technologies can provide 

in the Telecom Italia and GRNET network infrastructures if implemented according to the 

efficiency parameters defined in the ECONET project. Then, this is compared with the “Business 

As Usual” scenarios in order to understand the benefits per each network segment, and for each 

green primitive under investigation. 

6.3.1 Overall energy consumption 

Considering the TELIT and GRNET reference scenarios described in Section 4.2, we compute 

the overall energy consumption as element of comparison for home, access, metro/transport, and 

core networks. 

The yearly energy consumption in the BAU scenario is estimated with Eq. 19 using the energy 

consumption and the number of devices of the two networks shown in Eq. 26. Figure 117 shows the 

BAU yearly energy consumption for home, access, metro/transport, and core networks. The most of 

the energy consumption for the TELIT reference scenario is in the home network. Instead, the 

GRNET reference scenario does not include the home and metro/transport networks, and the most 

energy consumption is for the core one. 

Using the Eq. 23, we compute the energy consumption estimation through the proposed energy 

profile model. Figure 118 shows the energy saving gains between the energy consumption 

estimated by the model including the Dynamic Power Scaling (DPS) and Stand-by primitives and 

the BAU scenario. It is easy to see that there are not substantial differences between the working 

day and holiday profiles. In the TELIT scenario, the most energy saving is in the metro/transport 

and core networks; while the minimum one is in the Access one. Instead, for GRNET, also the 

access network which has an high value of energy saving gain. As already described, GRNET is a 

medium size ISP with the access network that can be compared to a metro/transport network of a 

large-scale telco like TELIT (obviously with different sizes). 

In order to evaluate the behaviour of the model we estimate the energy saving gain enabling only 

DPS primitives or the Stand-by ones. Figure 119 and Figure 120 report these gains for TELIT and 

GRNET traffic traces, respectively. 

It is interesting to outline that for the Telecom Italia reference scenario, the DPS primitives 

contribute to the energy saving gain in every part of the network, while the stand-by ones yield a 

significant energy saving gain only for metro/transport and core networks. This effect is simply due 

to the fact that we suppose standby capabilities to be applied only where “alternative paths” are 

present, and then only to those segments with partially/fully meshed topologies. Obviously, 

residential access generally has no such features.  

As a result, standby primitives seem to assure major gains in network segments with high 

meshing degrees, and DPS ones in the other cases. 
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■ Home - ■ Access - ■ Metro/Transport - ■ Core 

  
(a) TELIT (b) GRNET 

Figure 117: Yearly Energy consumption estimation for TELIT (a) and GRNET (b) Home, Access, 

Metro/Transport, and Core networks in the BAU scenario. 

■ Home - ■ Access - ■ Metro/Transport - ■ Core 

  
(a) TELIT (b) GRNET 

Figure 118: Energy saving estimation for TELIT (a) and GRNET (b) Home, Access, Metro/Transport, and Core 

networks during working day and holiday profiles between the proposed energy model and the BAU scenarios. 

■ Home - ■ Access - ■ Metro/Transport - ■ Core 

  
(a) TELIT (DPS primitives) (b) TELIT (Stand-by primitives) 

Figure 119: Energy saving estimation for TELIT Home, Access, Metro/Transport, and Core networks during 

working day and holiday profiles between the proposed energy model with only DPS (a) or Stand-by (b) 

primitives and the BAU scenarios. 
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■ Home - ■ Access - ■ Metro/Transport - ■ Core 

  
(a) GRNET (DPS primitives) (b) GRNET (Stand-by primitives) 

Figure 120: Energy saving estimation for GRNET Home, Access, Metro/Transport, and Core networks during 

working day and holiday profiles between the proposed energy model with only DPS (a) or Stand-by (b) 

primitives and the BAU scenarios. 

6.4 Summary 

In section 6, general performance indexes have been defined for the evaluation of the 

mechanisms that will be developed within the project. The section initially provided a brief state of 

the art of the existing standards, in order to point out their strongest and weakest points. Based on 

the description of the standards, the benchmarking methodology that will be followed in the project 

were detailed. The methodology that will be followed within ECONET consists in determining two 

indexes: one represents the amount of energy that can be saved through power management 

capabilities, while the other one quantifies the performance degradation that these capabilities can 

cause.  

Specific performance indexes and evaluation criteria were defined for both the device data and 

the control plane, aiming to denote the trade-off between power consumption and network 

performance. In the data plane, the metrics include the power saving obtained thanks to power 

management in comparison to a scenario with no such capabilities, and the performance 

degradation as a ratio between the values of packet latency in the case of an ideal network device 

and the ones measured with the real system under test. In the control plane, evaluation criteria 

include the level of energy proportionality to the network load the equipment may reach. This 

comparison can be realized through the estimation of the average energy in Watts required for 

serving 1 bit (average energy-per-bit). Furthermore, the Perceptual QoS (PQoS) – or Quality of 

Experience (QoE) – is defined as a metric of the quality experienced by the end user. PQoS has to 

be evaluated against classic QoS and achieved energy savings. 

Finally, an analytical framework was presented for representing the impact of energy adaptive 

technologies and solutions for network devices under investigation by the ECONET consortium. 

Based on this framework, an evaluation was conducted for the potential impact estimated by the 

proposed model within the energy-efficiency degrees suggested by the ECONET consortium in the 

presence of the realistic scenarios provided by Telecom Italia and GRNET for the access, home, 

metro/transport, and core networks. Based on this analysis, it was shown that energy savings up to 

more than 60% can be realized in the different network parts. 
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7 Conclusions 

Since ECONET is devoted at re-thinking and re-designing wired network equipment and 

infrastructures towards more energy-sustainable and eco-friendly technologies and perspectives, in 

this deliverable, the main energy aware technologies that will be examined in the project have been 

presented. These technologies were initially mapped to the energy aware design space and analysed 

in detail per network part for the data and control plane. Specific requirements were extracted that 

will guide the development of green technologies for the data plane of network devices (WP3), the 

definition of the green abstraction layer for exposing them to higher level protocols (WP4), as well 

as the design of the control plane strategies running higher up at the protocol level (WP5). 

In the first part of the deliverable, the necessity has been claimed for the design and introduction 

of novel and energy-aware techniques at the device and network level and for the reduction in the 

energy consumption of network equipment with specific targets in the short and long run. This 

necessity is based on the fact that the ICT sector accounts for more than 2% of global carbon 

emissions with an increasing trend and predictions for the following years. This necessity is also 

amplified by taking into account the increasing trends in the traffic volumes exchanged within the 

Internet and the energy consumption disproportionality that are present in today’s networking 

devices. 

Energy consumption of current devices under variable conditions have been measured and 

presented and specific requirements that have to be fulfilled from improving the devices’ energy 

efficiency have been described for the home, access, metro/transport and core networking parts. 

Based on these requirements, a target energy saving has been defined per device type with energy 

gains ranging from 20% to 70% based on the applied technology in each device part. In addition to 

the definition of requirements per device type, three reference scenarios have been described in 

detail aiming at the examination of the network topologies and traffic profiles in telecom operators 

and Internet service provider networks and at the extraction of conclusions regarding the energy 

gain that can be attained through the application of network wide energy aware techniques. It has 

been shown that such a margin exists due to the overprovisioning of current network links, the 

existence of multiple alternative paths in the core networking part and the variations spotted in the 

various links’ traffic profiles (especially the day and night variations). For each scenario, the main 

technologies that will be examined within ECONET have been presented. 

In the second part of the deliverable, an in-depth analysis of the energy aware technologies that 

can be applied in the data and control plane has been presented. In the network device data plane we 

described re-engineering approaches aiming at introducing and designing more energy-efficient 

elements for network device architectures, dynamic adaptation mechanisms for modulating 

capacities of network modules to meet actual traffic loads and requirements, and sleeping/standby 

approaches for smartly and selectively driving unused network/device portions to low standby 

modes. In the control plane we analysed energy aware traffic engineering strategies targeting to 

achieve effectively serving traffic while reducing the network’s overall energy footprint, 

virtualization techniques for achieving more efficient utilization of resources, and resource 

allocation and algorithmic efficiency mechanisms directly affecting energy consumption and 

providing the potential for further energy saving. 

Based on the defined requirements and the description of the energy-aware technologies, energy 

consumption profiles have been provided for the prototype devices that will be examined within 

ECONET. It has been shown that by applying energy-aware techniques in various types of network 

devices (routers, switches, home gateways, FPGA based systems), reduction in energy consumption 
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up to 60% or even 80% may be accomplished. Monitoring and management issues were also 

examined with regard to energy consumption metrics and the basic energy-related parameters that 

have to be monitored were defined. 

Finally, the evaluation methodology that will be followed within the project has been detailed. 

We described specific methods and performance metrics for the evaluation of the developed 

mechanisms in the data and control plane. The impact of the application of specific energy aware 

techniques on the potential energy saving has been examined in overall networking infrastructures 

under the realistic scenarios provided by TELIT, GRNET and NASK. It has been shown that 

through the design and application of proper energy aware techniques, it is possible to achieve more 

than 50% of energy saving in short-term. 
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