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Abstract—This paper deeply and experimentally analyzes the 

efficiency of low power idle techniques when applied to packet 

processing engines of network devices. To this purpose, we set up 

a complex testbed that allowed us to perform several 

measurements on energy- and network-performance indexes. 

The reference device platforms that we selected for this 

evaluation are new generation software routers based on 

component-off-the-shelf hardware, since they already include 

advanced power management capabilities, and can be considered 

as a significant example for next-generation green network 

devices. The results collected in the measurement campaign 

allowed us not only (i) to provide an in-depth energy 

consumption profiling of SR data-plane, but also (ii) to clearly 

outline energy costs due to the use of low power idle techniques. 

Among other interesting aspects, we completely characterized the 

energy consumption due to wakeup transitions, which may cause 

instantaneous consumption spikes higher than 4 times the power 

energy requirement when active. 

Keywords- green networking; low power idle; experimental 

testbed.   

I. INTRODUCTION 

The energy efficiency issue in network devices has recently 

gained great interest on the part of network providers and 

equipment manufactures. Despite obvious environmental 

reasons, this interest springs from heavy and critical 

economical needs, since both energy cost and network 

electrical requirements show a continuous growing with an 

alarming trend over the past years [1,2]. In this scenario, 

several works proposed in literature addressing the possibility 

of introducing power saving strategies in network devices [3-

5]. Such strategies are generally founded on two main kinds of 

power management capabilities provided by the HW level, 

namely Adaptive Rate (AR) and Low Power Idle (LPI). The 

former allows dynamically modulating the capacity of 

network device resource according to current traffic loads by 

reducing the service capacity (e.g., link bandwidths, 

computational capacities of packet processing engines, etc.). 

On the other hand LPI reduces power consumption by 

powering off sub-components when no activities are 

performed, and by re-waking them up when the system 

receives new activities. 

At the state-of-the-art of green technologies, LPI technique 

is the most wide-spread strategy implemented in processors 

and network interfaces. For example, the novel IEEE 802.3az 

standard (Energy Efficiency Ethernet) supports LPI, which 

allows to partially turn off the physical layer during link 

inactivity periods. The initial approach for Energy Efficient 

Ethernet was based on AR, but it was abandoned in favor of 

LPI primitives. In fact, applying AR strategies in network 

devices may raise different technological/applicability issues. 

The first one is related to the time spent to switch components 

to different speed, which can introduce additional delay in 

packet service time. Moreover, if switching is exceedingly 

greater than the packet time scale, an optimization procedure 

may not quickly react to sudden increases in traffic volumes. 

Notwithstanding adopting only LPI techniques in network 

devices is the simplest solution, it may result in not so 

efficient operational behavior. For instance, several studies 

focused on evaluating IEEE 802.3az [6-9] pointed out a not 

negligible waste of energy due to excessive overhead time 

required to enter and exit from LPI modes. In fact, most of the 

energy is spent for triggering transitions between link active 

and sleeping states, rather than on actual data transmission. In 

this respect and for this reason, some studies [11,12] outlined 

that the relationship between traffic load and power 

consumption is very distant from a linear proportionality. In 

order to mitigate LPI transition overhead, several packet 

coalescing policies have been proposed [3,6,8,9] to improve 

energy efficiency of LPI-capable network devices through 

traffic burstification. In fact, LPI provides top energy and 

network performance when incoming traffic has high 

burstiness levels, since, fixed the incoming load, it has to 

perform less active-idle transitions. 

Starting from this scenario, this paper aims at providing an 

in-depth experimental analysis of LPI techniques when 

applied to network forwarding hardware, trying to outline their 

main benefits and drawbacks under heterogeneous traffic 

patterns. To this purpose and without making this analysis 

losing of generality, we focused on packet processing engines, 

which represent one of the most energy-harvesting elements in 

many network platforms [10]. In more detail, we chose to use 

new generation Software Routers (SR) [13], based on open 

source SW and on multi-core Commercial Off-The-Shelves 

(COTS) hardware, for a number of different reasons. As first 

COTS SR already provides mature, advanced, and fully 

configurable power management capabilities by means of the 

Advanced Configuration and Power Interface (ACPI) [14]. 

Moreover, multiple LPI configurations are usually available in 

COTS processors. The last, but not the least important, aspect 

consists of the “open” access to every SR hardware internal 

interface and software package details. This open access has 

allowed us to develop ad-hoc testbed instruments and probes 

able to capture internal energy parameters in an effective and 

fine-grained way. 

The collected results demonstrate that LPI performance are 

affected not only by the overhead time to move between active 



and idle modes, but also by energy absorption peaks needed to 

wake-up and re-power on sleeping HW components. These 

peaks can reach also four times the nominal power 

consumption in active mode, and their size may depend on the 

operating clock frequency of the processor, as well. We also 

estimated that these wake-up energy spikes might contribute 

up to more than 15% of the average energy consumption 

under realistic scenarios. 

The remainder of this paper is organized as follows. The 

experimental testbed and methodology is described in Section 

II, and the measurements results are in Section III. Finally, the 

conclusions are drawn in Section IV.  

II. EXPERIMENTAL TEST-BED AND METHODOLOGY 

In order to characterize LPI capabilities on SR, we decided to 

setup a complex experimental testbed, which involves three 

main elements (Fig. 1): the System Under Test (SUT – a 

Linux SR), DC and AC power measurement instruments, and 

the IP network with Ixia N2X router tester, useful to generate 

and to measure the performance of traffic flows stressing the 

SUT. The rest of this section is devoted to introduce the 

above-mentioned testbed elements into detail. 

 
Figure 1. Experimental test-bed. 

A. The System Under Test 

The measurements were performed on Linux-based 

Software Router (SR) [13] based on commodity hardware and 

the Linux operating system. In more detail, the SR is equipped 

with an Intel Core i5 processor, with 4 physical cores and a 

maximum power consumption of 95W [17]. The network 

interface card (NIC) is an Intel PRO 1Gigabit Ethernet 

adapter. The operating system is the Linux Debian 5.0.6, and 

the kernel version is the “vanilla” 2.6.30.1, which supports 

symmetric multi-processor (SMP).  

The power management of the Intel i5 processor is 

configurable through the ACPI [14], and consequently the 

processor’s working frequency and idle state (P- and C-states, 

respectively) can be set according to desired performance 

profiles. The idle modes we applied in the tests correspond to 

some ACPI idle states, which can be considered as lightest 

sleeping ones, and are: 

· C1 state: in this state, no instructions are being 
executed. When a core is in C1, the Intel Core i5 
controller turns off the clocks of all clock domains 
pertaining to the Core pipeline [17].   

· C3 state: the Core Phase-Locked-Loops (PLLs) are 
turned off, and the Cores flush the contents of their 

Level 1 (L1) instruction cache, L1 data cache, and Level 
2 (L2) cache to the shared Level 3 (L3) cache. The 
wakeup time for idle state C3 is significantly longer 
than in state C1 since the L1 and L2 caches must be 
restored [17].  

Regarding the P-states, the Intel Core i5 supports Dynamic 

Voltage and Frequency Scaling (DVFS) by means of 

Enhancement Intel speed-step technology, which provides 

multiple frequency and voltage points for optimal performance 

and power efficiency. For sake of simplicity, but without 

losing generality, we decided to analyze the power 

management of just a single Core.  

B. Power measurments 

In order to provide a complete characterization of the 

energy absorption dynamics, we decided to collect two main 

kinds of data, the energy absorption of the entire SUT on the 

AC plug and the energy absorption of the most significant HW 

subcomponents of the SUT (e.g., CPU, RAM, PCI network 

cards, etc.). On one hand, the measures on the AC plug were 

simply collected by means of a Raritan Dominion PX-5297 

wattmeter [18]; on the other hand, the measures on the internal 

subcomponents required a certain effort. In fact, PC HW does 

not usually include power probes, and the power supply to 

subcomponents is generally carried within multiple standard 

physical bus interfaces (e.g., different sockets for CPUs, 

DIMM and SO-DIMM slots for memories, PCI-e slots for 

network interface cards, etc.). 

In order to measure the absorption of certain sub-

components, where possible, we used some special bus risers 

[19] equipped with current and voltage measurement probes. 

Unfortunately, this approach cannot be applied to many 

physical interfaces, due to issues related to the much 

miniaturized physical connector dimensions, to the stability of 

electrical signals, etc. This last case applies for CPU sockets. 

However, to measure the energy consumption of CPU, we 

exploited the ATX standard [20] that defines the internal 

power supply for general purpose computing systems. ATX 

motherboards are supplied by means of a 24 pin connector, 

which includes among the others three main voltage rails at 

3.3, 5 and 12 V, and a ground rail. The 12 V rail supplies 

many components of the motherboard and part of the CPU. An 

additional 6/8 pin ATX connector, carrying a second 12 V rail, 

is generally available on the motherboard to provide additional 

power to the CPU. In more detail, the 12 V rail on the 6/8 pin 

connector is commonly devoted to provide isolated power 

supply to the CPU Cores only. Other subcomponents of the 

CPU (e.g., cache, bus and DDR controllers and other internal 

control units) are supplied by means of the 12 V rail on the 24 

pin connector.  
Owing the above mentioned standard characteristics of PC 

supplies, we decided to monitor the CPU energy consumption 
by sensing both the 12 V ATX rails. To this purpose, we 
designed and developed a riser board for ATX power 
connectors, which allows putting some current and voltage 
probes on the available supply rails (mainly the two 12 V rails, 
and the 5 and 3.3 V ones). Figure 2 shows the high-level 
architecture implemented by the ATX riser board. The current 

 



probes are realized by means of very small (10 mΩ) precise 
Current Sensing Resistors (CSR). The voltage drop  

across CSRs (where  denote the ATX voltage rail) is 
proportional to the incoming current. To reduce the noise and 
eventual cross-talk level on the measured  values, we 
decided to closely connect the CSRs to some current-sense 
amplifiers. The amplified CSR voltage drops and the ATX rail 
voltages are finally measured by an external Data AcQuisition 
(DAQ) device. In our tests, we used An Agilent U2353A 
multifunction Data Acquisition (DAQ), which can 
simultaneously sample 4 channels at 250 KHz with a 16 bit 
resolution [22]. 

 
Figure 2. High-level scheme of the riser board for ATX voltage rails. 

III. EVALUATION RESULTS. 

By using the experimental test-bed described in Section II, 
we performed several power consumption and performance 
measurements. Subsection A reports a general characterization 
of the SR data-plane under an energy perspective. Subsection 
B deeply analyses the energy consumption overhead of LPI 
transitions. 

A. Energy profile of SR Data plane 

The first measurements we collected were aimed at 
evaluating the power consumptions of different SUT HW 
components, and their proportionality to the actual workload. 
To this purpose, the power consumption of these internal 
elements were measured both when the system is idle at the 
C3 power state (turned on, but performing no operations), and 
when one Core is active and performing operations at the 
maximum speed. The obtained results are in Fig. 3, and, as 
expected, outline how the CPU is the most energy-hungry 
component, exhibiting also a clear dependency on the 
workload since it passes to weight from 28% of the overall 
consumption in idle mode to 40%  when active. Except for the 
AC/DC power supply (whose efficiency depends on the 
electric load of internal SUT components), all the other 
components exhibit negligible energy absorption variations. 

Figure 4 shows the global power consumption (performed 
by the RDPX) and breakdown power consumption for the 
different ATX power rails at the C1 and C3 power states. As 
we can see, changing the idle level of only one Core from C1 
to C3 provides a significant power save of about 10W. 
Moreover, we can notice that only the 12V 24-pin rail changes 
the power consumption with the C-state level. This is because, 
as previously sketched in section II.B, 12V 24-pin rail supply 
among the others, the CPU cache, which is turned off when 
entered in C3. To estimate the active power dissipation of the 
CPU, we stress the SUT by generating Constant Bit Rate 

(CBR) traffic at the maximum bandwidth of a 1 Gigabit 
Ethernet composed by 64B IP packets. In this way the Core 0 
work for the 100% of the time, so power consumption only 
depends on working frequency. Figure 5 shows the active 
power consumption for a sub-set of available frequencies and 
the related maximum throughput. 

Obviously, scaling frequency allows the reduction of the 
power consumption at the price of slower maximum 
forwarding rates. In detail, differently from the idle case, the 
power supply from 12V 8-pin rail change with respect of the 
working frequency, while the 12V 24-pin power remains 
almost constant. While frequency scaling allow to modulate 
the active power consumption with respect the device 
workload, LPI reduces the idle power consumption at price of 
introducing an additional delay in the packet service, due to 
the wake-up times. In order to evaluate the joint adoption of 
these power saving strategies in a realistic network traffic 
scenario, we perform several power consumption 
measurements in presence of bursty traffic by changing the 
AR and LPI configuration. 

 
Figure 3. Energy consumption of the different internal HW components of the 
SUT during idle at C3 power state (a) and active (b) periods (RAM: memory, 
NIC: network interface card; PS: AC/DC power supply; Other: all the other 
components in the SUT, from motherboard chips to disks). 

 

 
Figs. 6-9 show the instantaneous power of 12V 8-pin and of 

12V 24-pin during the reception and forwarding process of two 
bursts. A burst of 500 IP packets with a size of 64B arrived 
every 2ms at a NIC, which wake-up the CPU by sending an 
interrupt signal. Then, when the CPU is active, it starts to 
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Figure 4. Idle power consumption for C1 and C3 LPI states. 

0

10

20

30

40

50

60

70

80

90

Global 12V 24-pin 12V 8-pin 5V rail 3.3V rail

A
v

e
ra

g
e

 p
o

w
e

r 
(W

) 

C1

C3

 
Figure 5. Active power consumption of the 12V ATX rails for a subset of 
available frequencies and related maximum throughput. 
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process the incoming packets [13]. In detail, Figs. 6 and 7 show 
the instantaneous power for 2.67GHz and 1.60GHz working 
frequencies at C1 state level respectively, while Figs. 8 and 9 
show the instantaneous power in the C3 state case for the same 
working frequencies. After a transition interval in all cases, the 
12V 8-pin rail’s power consumption during the packet 
processing is constant at the active power already showed in 
Figure 5 (where no active-idle transition happens).  

Regarding the transition period, it is worth noting that the 
power-on cost is proportional to the working frequency. In 
detail, decreasing frequency decreases the power spike during 
wake-up; as previously sketched, this effect is due to the fact 
that the Core i5 utilizes DVFS mechanisms to implement the 
various working P-States, which limit the maximum power 
adsorption by the CPU. Moreover, in the C3 cases, we can 
observe another power-on spike during the idle-active interval, 
which corresponds to the additional processes needed to restore 
the Core’s cache. We estimated a gap of about 100 µs between 
the idle-active transition times of C1 and C3, which correspond 
to the same gap achieved by measuring the packet latency with 
the N2X router tester. 

Considering the 12V 24-pin rail, the power supplied in the 
C1 case remains constant except during the transitions, where 
we can see two opposite spikes, which do not influence the 
average power consumption. Otherwise, in the C3 cases, after 
the a burst service time, the 12V 24-pin rail power 
progressively decrees to the idle power consumption, since the 
L1 instruction cache, L1 data cache, and L2 cache are turned 
off progressively [21]. From the obtained results, it is obvious 
that grouping packets in burst obviously lead fewer transitions 
and consequently less energy waste due to the power spikes, at 
price of adding a buffering delay. However, power spikes can 
be reduced by slowing down the working frequency. In this 
respect, the joint adoption of AR and coalescing policies can 
improve the energy efficiency of devices.  

 

B. Weight of power-on transitions  

Starting from the measurement samples collected according 
to burst sizes and C-state and P-state configurations, from 
probe on the 12V 8-pin rail, we obtained an estimate of the 
energy transition cost of the CPU. In this respect, Figure 10 
shows the wake-up energy cost estimated by the power 
consumption samples shown in the previous section. The 
transition energy due to the C3-C0 transition is higher than the 
C1-C0 one, since energy transition cost increases as deeper is 
the C-state entered [15]. Observing the energy transition costs 

here reported (in the order of magnitude of mJ), one could 
wrongly conclude that power spikes can be neglected when 
developing a power consumption model. However, as we will 
see in the following of this section, under realistic traffic 
patterns power spikes can have an important weight on the 
overall power consumption.  

 

 

 
In order to characterize the impact of the wake-up 

transitions, we perform further measurements on the average 
power consumption for different burst size and average packet 
rate of incoming traffic according different ACPI 

 
Figure 6. Instantaneous power during the reception and forwarding 

process of two IP bursts at 2.67GHz and C1 idle state 
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Figure 7. Instantaneous power during the reception and forwarding 
process of two IP bursts at 1.60GHz and C1 idle state. 
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Figure 8. Instantaneous power during the reception and forwarding 
process of two IP bursts at 2.67GHz and C3 idle state. 

 
Figure 9. Instantaneous power during the reception and forwarding 

process of two IP bursts at 1.60GHz and C3 idle state. 
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Figure 10. Energy transition costs for a subset of working frequency. 



configurations. Since the 12V 24-pin rail power is also affected 
by idle-active transitions when the C3 state is configured, we 
decided to take the aggregated power supplied by both the 12V 
rails in to account. In more detail, such aggregated power can 
be considered as the total (dynamic) power consumption of the 
Core i5 processor plus a constant power offset, due to other SR 
internal components. Moreover, having the performance results 
according to different level of traffic burstiness gives us the 
possibility of estimating how much energy might be potentially 
saved, if a packet coalescer would be applied to optimize LPI 
performance.  

Figs. 11-14 show the average power consumption results 
obtained with an incoming packet rate of 1, 10, 100, and 500 
kpps, respectively. All these packet rates can be handled by all 
the used frequency without losing any packets. We chose 
these values of incoming traffic rates, since for higher 
volumes transitions are much rarer, and the power 
consumption consequently depends only on the working 
frequency.  

Fixed the C-state, as the number of packets in a burst 
increases, the energy consumption provided by different 
working frequencies tends to become very similar, especially 
in the case of lower packet rates. In fact, as depicted in Figure 
11, a power consumption level near to the minimum possible 
value can be reached with bursts of only 10 packets or more.  

At the same time, AR (i.e., P-states in the ACPI 
terminology) can be jointly exploited to save energy, 
especially for higher data rates. Observing Figure 13, it is 
evident that a joint use of burst aggregation and working 
frequency decrease allow cutting the energy absorption in a 
very effective way.  

For packet rates equal or higher than 500 kpps (Figure 13), 
power consumption mainly depends on the processor speed, 
and the eventual usage of a packet coalescer seems to provide 
no energy consumption reductions. Notwithstanding deeper 
sleep states (i.e., C3) are usually thought as more energy-
efficient, when incoming traffic rate increases they do not 
impact on energy consumption in an evident manner. This 
effect obviously depends on the burst interarrival times, which 
become too short for allowing the Core to enter in the LPI 
mode.   

Finally, we evaluated the weight of power spikes for 
waking up from LPI modes. To this purpose, we compare the 
collected experimental results with the ones obtained by 
several GreenSim simulations [23]. The simulations were 
performed by using the same traffic rates, burst sizes, and 
energy consumption levels of experimental measurements, but 
the GreenSim simulator was configured in order to neglect 
power consumption spikes during idle-active transitions

1
.  

From the difference between experimental results and 
simulations reported in Figure 15, it is possible to evaluate the 
contribution of the wake-up process on the overall Core 
energy consumption, when working under different incoming 
traffic patterns. As one can expect, the simulations exhibited, 
in all the analyzed cases, lower energy consumption levels 
than the ones measured in the experimental testbed. It is a 
clear indication of the no-negligible overhead introduced by 
transitions consumption spikes. Observing the obtained results 

                                                           
1 When GreenSim is configured to consider also transition consumption 

spikes, it provides a maximum accuracy error lower than 0.5%.  

that exhibit differences up to 15%, we can conclude that wake-
up spikes have a significant role in the operating energy 
consumption of networking hardware, and cannot be neglected 
in performance evaluation and design activities. 

In more detail, Figure 15 outlines how the average error is 
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Figure 11. 12V rails’ average power consumption estimated by the model 
at a fixed rate of 1kpps for various burst size according for different 

working frequency and idle level. 
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Figure 12. 12V rails’ average power consumption estimated by the model 
at a fixed rate of 10kpps for various burst size according for different 

working frequency and idle level. 
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Figure 13. 12V rails’ average power consumption estimated by the model 

at a fixed rate of 100kpps for various burst size according for different 

working frequency and idle level. 
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Figure 14. 12V rails’ average power consumption estimated by the model 
at a fixed rate of 500kpps for various burst size according for different 
working frequency and idle level. 



larger in C3 since, as previously sketched, the transition cost 
increases as deeper is the LPI mode. For lower traffic rates 
(e.g., 1 and 10 kpps), the error tends to decrease according 
burst sizes: this behavior is clearly due to the lower number of 
transitions (and then of consumption spikes) occurring when 
traffic burstiness increases. On the contrary, with higher traffic 
rates, the error remains almost negligible up to a certain burst 
size value, which depends on the incoming rate (e.g., 50 pkts 
for 100kpps and 200 for 500kpps). Here, the difference 
between experimental and simulative results is caused by the 
fact that, in experimental tests, the CPU cannot enter into LPI 
modes, given the shorter burst interarrival times.  

 
IV. CONCLUSIONS 

In this paper, w e focused on a deep and experimental 

analysis of the efficiency of low power id le techniques 

when applied  to packet processing engines of network 

devices. To this purpose, we set up a complex testbed that 

allowed us to perform several measurements on energy- 

and network-performance indexes. The results that we 

collected  in this measurement campaign allowed us not 

only (i) to provide an in-depth energy consumption 

profiling of SR data-p lane, but also (ii) to clearly outline 

energy costs due to the use of low power id le techniques. 

Among other interesting aspects, we completely 

characterized  the energy consumption due to wakeup 

transitions, which may cause instantaneous consumption 

spikes higher than 4 times the power energy requirement 

when active, and may impact up to 15% of the overall 

energy consumption of the Core when forwarding traffic. 
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Figure 15. Average error between experimental results and GreenSim 
ones. 


