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SUMMARY

Network optimization concerned with operational traffic management in existing data networks is typically
oriented towards either maximizing throughput in congested networks while providing for adequate trans-
mission quality, or towards balancing the traffic so as to maintain possibly large free capacity for carrying
additional (new) traffic. Nowadays, the reduction of power consumption is a new key aspect in the develop-
ment of modern wired networks. Power management capabilities allow modulating the energy consumption
of devices that form a network by putting them into standby state, or by decreasing their performance in case
of low incoming traffic volume. This paper presents a framework for backbone network management, which
leads to the minimization of the energy used by this network. The policy for dynamic power management of
the whole network through energy-aware routing, traffic engineering, and network equipment activity con-
trol is introduced and discussed. The concept of the system is to achieve the desired trade-off between total
power consumption and the network performance according to the current load, incoming traffic, and user
requirements. The effectiveness of our framework is illustrated by means of a numerical study. Copyright
© 2012 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The optimization of energy consumption in computer networks has been recently an important
research issue in green networking and computing. According to different studies and reports, the
information and communication technology sector belongs to the group of big power consumers.
We can indicate two main motivations that drive the quest for green networking.

e Environmental, related to the reduction of impact on CO, emissions and wastes.
e Economic, stemming from the need of telecoms and service providers to reduce their
operational costs.

On the other hand, to support new generation network infrastructures and services, network oper-
ators need a larger number of sophisticated devices able to perform more complex operations in a
scalable way. Therefore, it is recognized that energy awareness is an important part of the modern
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network design and management. The main challenge is to design, develop, and test novel tech-
nologies and architectures able to reduce energy requirements, control mechanisms and strategies
for network equipment enabling energy saving, by adapting network capacities and resources to the
actual traffic load and demands, while ensuring end-to-end quality of service (QoS).

Nowadays, a broad spectrum of activities in green networking have been undertaken both in the
industry and research domain. In general, the idea is to reduce the gap between the capacity provided
by a network and the requirements of users, especially during low traffic periods. In some cases, the
energy utilized by the network may be minimized by inactivation (switching off) of idle devices
(routers, line cards, and communication ports) and by reduction of the speed of link transfers. It is
clear that instead of balancing traffic, during energy saving periods, it will be required to concen-
trate data transfers along as few routes as possible and to switch off as many energy consuming
components as feasible. Because typical backbone networks are overprovisioned, selectively shut-
ting down links in periods of low demand seems to be a good solution for reduction of the energy
consumption.

The ECONET consortium has developed a general framework for backbone network manage-
ment that leads to the minimization of the energy utilized by a network, [1]. Our implementation of
this framework provides local and central strategies and algorithms together with simple interfaces
for exchanging data among network devices that execute the decisions of control units. In this work,
we mainly focus on algorithms for the centralized network-wide control. The energy optimization
is formulated as a mathematical programming problem with various constraints and control param-
eters. We start from the complete problem stated in terms of binary variables, which we try to solve
using the branch-and-bound method. Next, we provide simplifications that finally lead to a heuristic
method. In our formulations, all possible energy saving decisions are directly specified, together
with decisions concerning traffic assignment to particular links. In general, the idea is to concentrate
network traffic on a minimal subset of network components.

The remainder of this paper is organized as follows. The energy consumption sources in a net-
work, models for power management, and common approaches to decrease energy demands are
analyzed in Section 2. In Section 3, we present our framework for power control. In Section 4,
we investigate solutions for energy-aware networks described in the literature. Two formulations of
network-wide optimization of energy saving and its relaxation based on a heuristic approach are
presented in Section 5. The results of simulations and discussion of the performance of proposed
control strategies are described in Section 6. We conclude the paper in Section 7.

2. ENERGY CONSUMPTION IN COMPUTER NETWORKS

Before the discussion of energy-aware network design, we analyze the energy consumption charac-
teristics of the network equipment. Each network node is a multi-chassis device which is composed
of many entities, thatis, processor, chassis, line cards, communication ports, power supply, fans, and
so on. In our approach, we provide a hierarchical view of the internal organization of the device. It
is represented through several layers, namely, a device itself (network node), chassis, cards, ports,
and other subcomponents. Each component is energy powered.

In general, power and energy management methodologies in networks and distributed computing
environments can be classified into two main categories, namely (i) static energy management and
(i1) dynamic energy management technologies [2, 3]. The methodologies from both classes can
operate on the hardware and software levels. In the static mode at the hardware level, the energy can
be optimized by using low-power devices or nano-processors. In the dynamic case, the power supply
of the network devices can be modulated (dynamic voltage and frequency scaling method [4,5]) or
the idle devices can be deactivated. The detailed taxonomy of the energy and power management in
highly parametrized distributed environments can be found in [6-9] and [10].

In the network built of standard devices, the energy usage is relatively constant regardless of
network traffic. This is because of the fact that most of the currently available network equip-
ment does not implement any energy saving mechanisms. However, recently various efforts have
been undertaken to develop prototypes of energy-aware (‘green’) network devices (see [1]) that can
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CONTROL SYSTEM FOR REDUCING ENERGY CONSUMPTION IN BACKBONE NETWORK 3

operate in different modes, which differ in the power consumption, and implement dynamic power
management techniques. Two methods are commonly used to reduce energy requirements of
network devices.

e Smart standby-the capability of automatically switching off the whole device or its component
when there is no data to transmit.

e Dynamic power scaling-the capability of decreasing the energy demands of a given network
device by changing its performance.

Adaptive rate and low power idle (LPI) are two common techniques of power scaling approaches.
The adaptive rate method allows scaling the processing capacity of a given device or the trans-
mission or reception speed of the network interface. The LPI method puts a given device into low
power state during short inactivity periods. Most personal computers implement both AR and LPI
techniques. The Advanced Configuration and Power Interface (ACPI) specification described in [11]
defines a number of EAS (EAS) attained via voltage and clock frequency scaling and idle states in
which the processor is in the standby mode. The 802.3az standard [12] defines the implementation
of LPI for Ethernet interfaces. It must be noted that apart from 802.3az and some Linux-based [13]
or FPGA [14] routers, real green network devices are not commonly used, and all results concern-
ing power consumption are purely theoretic, usually based on analogous performance of personal
computers with ACPI. However, numerous formal models that describe the correlation between an
amount of transmitted data and energy consumption are provided in the literature (see [15]). The
function describing this characteristic is typically considered nonlinear [16]. To simplify a model,
various approximations are proposed, that is, linear [16], polynomial [13], or stepwise function [17].

3. FRAMEWORK FOR LOW ENERGY CONSUMPTION NETWORKS

It is viable that new network equipment will be more energy effective because of modern hardware
technology including moving more tasks to optical devices. In addition, even greater energy savings
may be obtained by employing energy-aware traffic management and modulating the energy con-
sumption of network devices. Various control strategies can be applied to reduce power utilization.
The energy efficient configuration of each device can be calculated locally due to the incoming traf-
fic load measured by its interfaces. Another approach is to calculate decisions concerning operation
of network equipment based on the global data about the network topology, load measurements,
and in some cases expected demands. The network-wide control strategies (i.e., routing and traf-
fic engineering) give the possibility of moving traffic load among network nodes in such a way
that some devices can be put in standby mode (see Figure 1). L. Chiaraviglio et al. suggest in [18]
that the greatest energy savings may be obtained by selective shutdown of network nodes (routers).

&2 network node - active &2 network node — standby %ﬁ flow source or destination

Figure 1. Operation of the local and network-wide control strategies.
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Figure 2. The architecture of the control framework.

Unfortunately, it is often impractical for real applications—in most well-designed networks, it is
assumed that all routers are constantly used. However, we can shutdown selected links, or control
their current throughput, and at the same time their consumed energy.

A general control framework for a high performance energy-aware backbone network has been
developed in the ECONET project, [1]. The smart standby and dynamic power scaling techniques
are employed in this system. Our implementation of this framework provides a centralized variant
of network-wide control. The concept of the architecture of our framework is presented in Figure 2.
It consists of four main components.

e OAM. Monitoring and operation administration and management that provides monitoring of
the network and plays the role of middleware between all components of the network. OAM
should support Open Shortest Path First and Multiprotocol Label Switching Traffic Engineering
(MPLS TE) protocols.

e cNCP. Central network-wide control policy. The decision process, whose goal is to optimize
the network performance to reduce power usage. The optimization problem is formulated and
solved for a given network, taking into account its topology and expected requirements of users.
The outcome of cNCP depends on the implementation. Two variants are considered: variant
1—the routing tables for the MPLS protocol are provided; variant 2—the routing tables and
suggested power status of network devices are sent to adequate Local control policies (LCPs).

e LCP. Two options of the LCP operation can be employed, owing to the implemented variant of
cNCP. In the case of variant 1, the objective of the LCP is to optimize the configuration of each
component of a given device in order to achieve the desired trade-off between energy consump-
tion and performance according to the incoming traffic load measured by the OAM framework.
In the case of variant 2, the operation of each LCP module is reduced to realize the decisions
calculated by cNCP, by taking into account constraints related to the current local load and
incoming traffic. The outcome of the LCP component is calculated based on the capability of
energy-aware elements, incoming traffic, and the knowledge about the internal architecture of
a given device.

e GAL. Green abstraction layer. The GAL is the standard interface between monitoring layer,
control plane layer, and hardware for exchanging data regarding the power status of the device
and its components. The objective is to hide the implementation details of energy saving tech-
niques, as well as to provide standard interfaces between control and monitoring frameworks,
and energy-aware technologies. Because of the internal architectural complexity of network
equipment, the GAL is based on hierarchical decomposition. Each layer provides an abstraction
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CONTROL SYSTEM FOR REDUCING ENERGY CONSUMPTION IN BACKBONE NETWORK 5

of internal components of the device. The GAL transforms the outcome of LCPs into the power-
management configuration of a given component of the device (e.g., switching off a given
router or card or switching a given port into an energy-aware state). The detailed description of
the GAL component is provided in [19].

In this paper, we focus on network-wide control policies for optimal management of energy
resources in computer networks. Various energy saving optimization problems can be implemented
in the cNCP layer of the control framework depicted in Figure 2. A brief survey of techniques
described in the literature is presented in the next section. Then, we provide our formulations of the
optimization problem and efficient algorithms to solve them.

4. NETWORK-WIDE CONTROL—RELATED WORK

Recent studies obtained with real data from service providers suggest that network-wide control
strategies could significantly decrease energy consumption of a network [20,21]. Typical telecom-
munication networks, specifically in the core part have redundant links, hence, it is obvious that,
at least in the periods of low traffic, some links could be switched off or operate at lower rate.
An additional source of redundancy is constituted by bundled links; that is, links composed of a
number of fibers to multiply their bandwidth. The common approach to dynamic power manage-
ment is to formulate an optimization problem similar to‘the network design problem [22] or QoS
provisioning task [23,24] but with a cost function defined as the sum of energy consumed by all
components of the network. Such formulations are proposed in [18,25,26] and [27]. L. Chiaraviglio
et al. [18] provide an integer linear programming formulation to find network nodes and links that
can be switched off. J. Chabarek et al. in [25] propose reducing the power consumption by finding
links and line cards that can be switched off for a particular traffic matrix by solving a large mixed-
integer linear problem. A similar approach can be found in [28], where scaling of link rates is
attained by selectively switching on and off fibers composing them. The optimization of a two level
structure with an IP network built over optical equipment is covered in [29]. Recently, Kotodziej
et al. [3,30] have provided the comparative empirical analysis of the effectiveness of both network
management strategies with switching off the idle devices and modulation of the power supply in
computational grids.

It must be noted that the optimization of an energy-aware network is much more difficult to
solve than the typical shortest path calculation. The selection of paths is not independent and, on
the contrary, should be aggregated allowing to move traffic out of some links and switch them off.
Moreover, the energy consumption functions are often non-convex because of the presence of inte-
ger variables. As a result; the fully formulated problem is NP-complete, relaxing some constraints
introduces suboptimality or, for example, instability [17] of the system.

To speed up calculations, various heuristics are typically constructed. They incorporate solving
simpler (usually relaxed) mathematic programming tasks for preselected conditions—usually for a
set of active links or paths—see [28,31] and [32, 33], respectively. Apart from using heuristics, it
is sometimes possible to aggregate nodes and demands, which allows solving the defined task in
reasonable time; however, additional effort is needed to de-aggregate results [18].

All the aforementioned approaches may be employed in the centralized control scheme; however,
for reliability and scalability, telecommunication networks tend to use distributed logic. Distributed
energy-aware mechanisms are typically built as extensions of existing routing protocols—for exam-
ple, Open Shortest Path First [34-36], BGP, and MPLS. Extension of the signaling infrastructure
with green technologies allows to partially overcome the absence of the traffic matrix [31]—the
past state of the network can be used to compute flows [35]. It is important to note that most of
the cited distributed mechanisms use relatively simple heuristics. Decomposition of the previously
described mathematical programming tasks is difficult because of complexity of interconnections
and properties of performance indices (e.g., nonconvexity).

Many authors propose to use multi-path routing, which is typically avoided in real networks. They
also assume a relatively simple model of network equipment and assume only two states—active
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and switched off, [18]. The objective of works conducted in recent projects on green networking is
to develop devices, which can switch among several EAS, and model their internal structure includ-
ing dependencies among subcomponents [1, 37]. Incorporating these features into a mathematical
programming task involves the introduction of a large number of integer variables and the difficulty
to separate constraints. Examples of two-level systems are presented in [25,29]. In [28], the authors
use the partial deactivation of bundled links to scale their capacities.

In this work, we propose a centralized network-wide control policy that calculates the optimal
network performance based on known network topology and expected demands. In our formula-
tion, each router, line card, and port can operate in different modes, which differ in the power
consumption. The goal is to reduce the energy usage by putting selected network equipment in low
energy states.

5. NETWORK-WIDE CONTROL PROBLEM FORMULATION

We consider a network formed by the routers labeled with r = 1,2,..., R; Sg is the set consist-
ing of all routers. They are classified into two groups—edge and transit routers. We provide the
following hierarchical representation of a router. Each router is equipped with cards labeled with
¢ =1,2,...,C, and the card can contain a number of communication ports. S¢ denotes the set of
cards in the whole network. Direct links labeled with e = 1,2,..., E link all pairs of ports from
different routers and cards. Sg denotes the set of all links in the network. All listed elements, that
is, routers, cards, and ports can operate in different EAS that are related to the application of power
scaling and standby techniques. We distinguish active, sleeping, and switched-off states of a given
device; see Figure 3. The EAS labeled with k = 1,2,..., K are defined as power settings. We
assume that at a given time, instant two ports connected by the eth link are in the same state k. The
power consumption &, associated with state k& depends on the current throughput. In our approach,
the power profile model is defined by a stepwise function describing power consumption because
of a given throughput; see Figure 3. The throughput of link e in state k is defined as M . A set Sg
contains all provided EAS. Moreover, we assume fixed power levels W, and 7, associated to cards
and routers, respectively.

All demands imposed on the network are labeled with d = 1,2, ..., D. They are transmitted by
means of flows allocated to given IP/MPLS paths under QoS requirements. Two nodes, the port of
the source node (s;) and the port of the destination node (¢;) are associated with each demand. The
volume of demand d is equal to hgz: The set of paths P(d) for each demand d is defined as the set
of all paths between nodes sz and 74. In our formulation, we assume that demands between edge
routers are known.

Given the presented notation, we provide various formulations of the energy saving optimization
problem. We start from the complete problem formulation with discrete variables that can be solved
only for small-size networks. Next, we simplify this formulation providing predefined paths. Finally,
we present the efficient heuristic for relaxation and transformation of the basic discrete formulation
into a continuous one.

a) b} £l
A A A
P P P
L ir'r E gfx
v — | |,
elE]
- Se.2
- B ‘:t.l
I X i T - |
Slpeping Aclive EAS of Sleeping Active EAS of k=1l12132 'k EAsof
routerr card ¢ edge e

Figure 3. The energy-aware states (EAS)—router, card, and link.
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5.1. Basic formulation: link node problem (LNP)

The energy-aware network management problem can be formulated as an integer linear optimiza-
tion problem. We begin with link-node formulation assuming full routing calculation and energy
state assignment to all links in a network. In our formulation, the total power utilized in the system
for finalizing all network operations is assumed to be minimized.

E K C R
MiNIMizex, o zraey § FLN = D O EekVek + 9 Wexe + Y Tr2d( » (1)
e=1k=1 c=1 r=1

subject to the constraints

P
Va=1... D, Z lcp Zaepued < Xe, (2)
c=1,...C p=1 e=1
P E
Va=1,.. D, Z lcp Z bep“ed S Xes 3)
c=1,.., C p=1 e=1
Vr: ..... R, 8rcXc < Zps (4)
c=1,...,C
K
Vemi..E ) Fer<l, (5)
k=1
E E
Vd=_,...,D, Zaepued - Zbepued =1, 6)
p=sd e=1 e=1
E E
Va=1..p. Y. depttea =Y  beptiea =0, @)
PFLa.PFSd o—=1 =1
E E
Vd=1,...,D, Z depUed — Z bepued =—I, ®)
P=la e=1 e=1
D K
Veet..£ Y Vatlea <Y Mekyer. ©)
d=1 k=1
In the aforementioned formulation, indices denote the following: r = 1, ..., R routers in a network,
c¢=1,...,C cards in anetwork, p = 1,..., P ports in a network, e = 1, ..., E links between two

ports, k =1,..., K EAS of links, and d =1, ..., D demands.

Constants denote the following:

grc = 1 if the card ¢ belongs to the router r (0 otherwise), /., = 1 if the port p belongs to the card
¢ (0 otherwise), a.p = 1 if the link e is outgoing from the port p (0 otherwise), bep = 1 if the link
e is incoming to the port p (0 otherwise), V; volume of the demand d, s; source edge node for the
demand d, t; destination edge node for the demand d, M, capacity of the link e in the state k, &,
power consumed by the link e in the state k — the sum of power consumed by two ports connected by
the link e), W, fixed power consumed by the card ¢, and 7, fixed power consumed by of the router r.

Variables denote the following:

zr = 1 if the router r is used for data transmission (0 otherwise), x. = 1 if the card c is used for data
transmission (0 otherwise), u.qy = 1 if the path d belongs to the link e (0 otherwise), and y.r = 1
if the link e is in the state k (0 otherwise).
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The constraints (2)—(4) determine the number of routers and cards that are used for data transmis-
sion. The conditions specified in Equation (5) assure that each link can be in one energy-aware state.
The constrains defined in Equations (6)—(9) express the conservation of flow. The Equations (6)—(8)
are formulated according to Kirchhoff’s law applied for source, transit, and destination nodes.
Finally, constraint (9) assures that the flow will not exceed the capacity of a given link.

5.2. Formulation with predefined paths: link-path problem (LPP)

The problems (1)-(9) are an N P-complete challenging optimization task and can appear to be far
too difficult to be solved in a reasonable time due to numerous binary variables. It is necessary
to reduce its complexity and dimension. This can be performed by introducing different modifica-
tions. The first one is to predefine possible sets of paths for all traffic relations. Hence, the link-path
formulation in which the lists of candidate paths are predefined is proposed:

E K C R
minimizexc,yek,zr,uhd Frp= Z Z ";:ekyek + Z Wexe + Z Tizrg s (10)
e=1k=1 c=1 r=1

subject to the following constraints:

Vizi..p. Y lentha < xe, (1)
c=1,....C heP(d)
Vr=l ..... R, grcxc$Zr7 (12)
c=1,....C
K
Ve=t..E Y Vek <1, (13)
k=1
Vizi..p ). upa=1, (14)
heP(d)
D K
Vemt..E D' Y SeanVatna <) Mekyek, (15)
d=1heP(d) k=1

where the index & € P(d) denotesa path predefined for the demand d, uj4s = 1 if the demand d
belongs to the path /4, (0 otherwise), I.;, = 1 if the path & passes through the card ¢ (0 otherwise),
and 8,45, = 1 if the link e belongs to the path / transmitting the demand d, (0 otherwise).

In this formulation, the constraints defined in Equations (11) and (12) determine the number of
cards and routers that are used for data transmission, and the constraints (13) assure that each link
can be in one energy-aware state. Finally, the conditions specified in Equation (14) assure that all
requests for traffic will be enforced, and Equation (15) assures that the flow will not exceed the
capacity of a given link. Concluding, as the solution of the aforementioned problems (1)-(9) and
(10)—(15), we obtain the optimal network configuration minimizing the power consumption (i.e.,
set of active routers and cards and suggested states of all ports) and the routing table for the MPLS
protocol that allows to switch off some network equipment and fulfills all constraints, mainly con-
cerned with expected quality of service. The implementation of the described control strategy in the
control framework presented in Figure 2 is depicted in Figure 4.

The complexity of LNP and LPP formulations may be compared by estimating the number of
variables and the number of constraints for some example networks. To do this, precisely, it is nec-
essary to have a complete description of some network, preferably a real one, together with the
detailed demand scenario. However, the dimensionality of these tasks may be roughly estimated by
simpler calculations for some generic structure of the network. To allow comparison, three relatively
sparse networks composed of 20, 50, and 100 nodes connected, respectively, by 40, 100, and 200
links constructed of 12 fibers each were considered. It was assumed that fibers could be individually
switched-off and on, each node was constructed of a single router with four cards and appropriate
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Figure 4. The control plane—architecture and data flow.

Table I. Estimation of LNP and LPP computational complexity for various sizes of the

network.
Number of nodes Number of LPP LNP
20 Variables 7300 515,300
Constraints 67,680 146,912
50 Variables 18,250 3,208,250
Constraints 415,200 913,232
100 Variables 36,500 12,816,500
Constraints 1,650,400 3,646,432

LPP, link-path problem; LNP, link-node problem.

number of ports, all links had the same speed and could work in one of five EAS. The uniform
distribution of sources and destinations among all nodes was assumed. Moreover, for the LPP, a
set of five paths for each traffic relation was assumed. The results of all estimations are presented
in Table I.

The results show the superiority of the formulation with predefined paths both in number of vari-
ables and number of constraints; however, the complexity grows with the number of nodes, making
the solution difficult for larger networks. In particular, the number of constraints grows faster than
the number of variables; despite more complex Kirchhoff’s law, constraints (6), (7), and (8) are elim-
inated in the variant with predefined paths. It must be also noted that the example networks analyzed
are sparse and their number of links grows linearly with the number of nodes, which is a relatively
mild case when compared with real networks. On the other hand, many core networks, constructed
of, for example, several intersecting rings exhibit similar sparsity. So, the presented estimation may
be considered a lower bound for realistic applications.

Note that the formulations (10)—(15) are easier to solve because of a smaller number of con-
straints, but it is still NP-complete; therefore, one cannot expect to find time efficient algorithms
for exactly solving both presented problems for medium-size and large-size networks. Techniques
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10 E. NIEWIADOMSKA-SZYNKIEWICZ ET AL.

based on the branch-and-bound approach are proposed for solving smaller size problems. Thus, for
more realistic network sizes, the formulations (1)—(9) have to be relaxed and heuristics have to be
employed to solve it.

5.3. Problem relaxation—heuristic approach, LNHP

A heuristic has been developed and applied to the complete link-node formulation (1)—(9). Similarly
to the formulations LNP and LPP presented in the previous subsections, we assume that all pairs of
ports from different routers and cards are linked by direct links labeled with e = 1,2,..., E, and
each element can operate in various EAS labeled with k = 1,2, ..., K with power profile model
presented in Figure 3. We assume that at a given time, two ports connected by the link e are in the
same energy-aware state k. The only difference is the meaning of decision variables: z,, X, Ued,
and y.x. They are continuous and are defined as follows:

Ueq € [0, 1] part of the demand d directed through the link e;

Vek € [0, 1] utilized throughput of the link e in the energy-aware state k;
X¢ € [0, 1] utilized resources of the card ¢ in data transmission; and

zr € [0, 1] utilized resources of the router r in data transmission.

The power consumption and throughput utilization of the link e in the state k are described in the
form of incremental model. The current values of &, and M, are calculated as follows:

o £op = powe(k) — powe(k — 1), where pow, (k) denotes the power used by the link e in the
state k.
e M, =load,(k)—load,(k —1), where load, (k) denotes the load of the link e in the state k.

Because of the presented relaxation, we can formulate a linear optimization problem that is stated
in terms of continuous variables, with linear cost function to be minimized

E K C R
minimizexc,ygk,zr,ued Fryg = Z Z ek Vek + Z Wexe + Z Trzr¢ s (16)
e=1k=1 c=1 r=1
subject to the following constraints:
Ve=1..E Vel = Vei = .. = VekK>» (17)
P
Y e=1,...E, Z lcpaepYek < X, (18)
k=1,....K,c=1,...,C =1
P
A e=1,....E, Z lcpbepyek < Xc, (19)
k=1,....K ,c=1,....C =1
Vr=i... R, &rcXe < Zr, (20)
c=1,....C
E E
Vd=1_,...,D, Zaepued - Z bepued =1, (21)
p=5d e=1 e=1
E E
Vi=i... D, Zaepued - Z bepued =0, (22)
P=la.PFSd o= e—1
E E
Vd=1_,...,D, Zaepued - Z bepued =-1, (23)
p=ta e=1 e=1
D K
Ve=1...E Z Vaueq < Z Meg yek- (24)
d=1 k=1
Copyright © 2012 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2012)
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In this formulation, we allow the situation in which a given link is in more than one energy state but
we add the constraint (17) for utilized throughput in various states; utilized throughput in different
states are sorted. The constraints (18), (19), and (20) force binary values of variables z,, x. in case
when y. takes a binary value. The meaning of the remaining constraints (21)—(24) is the same like
in the LNP problem.

We have developed an efficient algorithm to solve the relaxed problem (16)—(24). The algorithm
is composed of two phases. In the first phase, the preliminary solution is calculated by means of
a commonly used linear solver. In the optimal solution, all decision variables should take binary
values. We stop the algorithm when the calculated optimal decision variables take binary values
(0 or 1), otherwise, we execute the second phase—we modify the original problem and repeat the
calculations. In general, the algorithm operates as follows.

Algorithm LNH_solve.

step 0 : Start. Let OP denote the formulation of the optimization problem (16)—(24).
step 1 : Solve the optimization problem OP. Calculate the optimal values of the decision variables:
Zr, Xe, leq and yAek-
step 2 : Check the results of the optimization process calculated in step 1. If all calculated variables
Zry Xe» Ued, and Yo take binary values—STOP. Otherwise,
o if the links for which y.x € (0, 1) have been detected, then create a subset S;. C Sg
consisting all these links and execute step 3. Otherwise,
o if the links for which 1.4 € (0, 1) have been detected, then create a subset S;* C Sg
consisting all these links and execute step 4.
step 3 : Create a subset Sg,,, C S} consisting of links that operate in the lowest energy-aware
state k*. Select from the set S, alinke* for which y.x takes a minimal value. Remove
Verk+ from the set S7. Formulate the extended optimization problem OPe—add to the
optimization problem OP a new constraint y.+x+ = 1. Assign OP = OPe and back to
step 1.
step 4 : Select from the set Sg* a link e** for which i, takes a maximal value. Remove i,y
from the set S;*. Formulate the extended optimization problem OPe—add to the opti-
mization problem OP a new constraint u,«+y = 1. Assign OP = OPe and back to
step 1.

Summarizing the aforementioned algorithm, the optimization problem (16)—(24) is repetitively
modified and solved until all decision variables take binary values (0 or 1).

6. PERFORMANCE EVALUATION

We validated our strategies and algorithms for energy saving in a backbone computer network
through numerical evaluation. Two formulations of a network energy saving optimization prob-
lem described in Section 5 were applied to dynamic control of five synthetic network topologies
composed by routers and SDH links and inspired by the real network structures. We compared
the performance and efficiency of the following approaches to centralized power management in
computer networks.

e Complete LNP (1)—(9) and branch-and-bound solver.
e Relaxed problem LNHP (16)—(24) and heuristic algorithm LNH_solve combined with linear
solver.

To model the power consumption of routers and links, we considered power requirements of net-
work devices provided in [37]. The backbone routers in our tests were equipped with one or more
line cards with three or four ports, whereas the edge routers were equipped with only one card.
We assumed that each router and card could operate in two modes—active or sleeping. Each port,
and at the same time link, could operate in five EAS (from the active to the sleeping one), which
differed in used power and corresponding throughput. The network equipment enabling energy

Copyright © 2012 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2012)
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Table II. Power consumption in different
states—routers and cards.

Device Active state Sleep state
Router 2000 W 100 W
Line card 100 W 10W

Table III. Power consumption and corresponding throughput—Iinks.

State 1 State 2 State 3 State 4 State 5
Power consumption 16 W 32W 48 W 64 W 80 W
Throughput 200 Mb/s 400 Mb/s 600 Mb/s 800 Mb/s 1 Gb/s

saving is under development now, hence, we had to assume amounts of power used in EAS and
corresponding throughput. Tables II and III report the power used by network devices operating in
different states.

Two series of numerical evaluations were performed. The goal of all of them was to check
and compare the performance of LNP and LNHP approaches for different networks’ dimensions.
The branch-and-bound implementation was incorporated from the open source solver Lp_solve
(http://lpsolve.sourceforge.net/5.5/). All tests were performed on Intel Core2 Duo CPU, 2.2 GHz,
2 GB RAM.

6.1. Performance comparison of link-node problem and LNHP—small-size networks

The objective of the experiments was to compare the performance and efficiency of LNP and LNHP
approaches to energy saving in a small-size network. The network composed of six routers, eight
line cards, and 10 unidirectional links was considered (see Figure 5a). We performed five exper-
iments for various numbers of demands El:' D =3, E2: D = 5, E3: D = 7, E4: D = 10, ES5:
D =13. The source and destination edge nodes for demands taken into account in all experiments
(E1-ES) are specified in Table IV. The dimensions and complexity of each considered optimiza-
tion problem and the results of calculations, that is, values of performance functions describing
power consumption for all tests are given in Table V. Moreover, the table presents the execution
times for all tests. The values collected in the adequate columns denote Var.— the number of deci-
sion variables, Constr.—the number of constraints, Subtasks—the number of calculated subtasks
generated by branch-and-bound (B&B), and LNH_solve solvers, Solution—the value of the perfor-
mance measure for the optimal vector of decision variables (total power in Watt), and Time—time
of calculation in seconds.

Table IV. Source and destination edge nodes for demands in experiments E1-ES.

Demand Experiments Source node (s4) Destination node ()
d=1 El, E2, E3, E4, E5 Al A6
d=2 El, E2, E3, E4, E5 Al A2
d=3 El, E2, E3, E4, E5 Al A6
d=4 E2, E3, E4,E5 Al AS
d=>5 E2, E3, E4, E5 A2 A6
d=6 E3, E4, E5 A2 A6
d=1 E3, E4, ES A2 A5
d=8 E4,E5 A6 A2
d=9 E4, ES A3 A6
d=10 E4,E5 A2 A4
d=11 E5 Al A6
d=12 E5 Al A2
d=13 E5 Al A6
Copyright © 2012 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2012)
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Table V. Problem complexity and results of calculations (small-size network).

Experiment Method Var. Constr. Subtasks Solution [W] Time [s]
El B&B 176 174 402 8146 0.078
D=3 LNH_solve 176 189 6 8146 0.094
E2 B&B 216 224 1298 10,232 0.281
D=5 LNH_solve 216 222 9 10,232 0.187
E3 B&B 256 276 3152 10,264 0.826
D=7 LNH_solve 256 255 10 10,264 0.140
E4 B&B 316 350 74,104 12,286 7.285
D=10 LNH_solve 316 302 13 12,318 0.218
ES B&B 376 428 210,610 12,350 103.303
D=13 LNH_solve 376 354 17 12,382 0.405
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Figure 5. Synthetic networks, (a) Network 1, (b) Network 2, (c) Network 3, (d) Network 4, (e) Network 5.

The optimal values of decision variables (states of routers, cards, and ports) calculated, for exam-
ple, E1 are presented in Figure 6. We can observe that because of the results of optimization, one
router and two cards belonging to two other routers were put to a sleep mode and all active ports
were in different EAS. The results indicate that the calculation time strongly depends on the com-
plexity of the optimization problem. It is obvious that the complexity of the problem grows with the
size of the network and the number of demands to be considered. It was observed that D (number of
demands) is a key parameter that seriously increases the calculation time. From the depicted results,
we can see that both LNP and LNHP give similar results (similar cost function), but the time of
calculations is dramatically reduced after using the heuristic method.

6.2. Performance evaluation of LNHP—medium-size networks

The objective of the second series of tests was to check the performance of our heuristic algorithm
when applied to power management in medium-size networks. Five network configurations were
considered, that is,

Network 1 : R=6,C =8, E=10,D =7, K =5,

Network2 : R=12,C =16, E =21,D =21, K =5,
Network 3 : R=18,C =24, E =33, D =35, K =5,
Network4 : R=24,C =30, E =44, D =42, K =5,
Network 5 : R=30,C =50, E =55,D =49, K =5,

where R, C, E, D, and K denote, respectively, numbers of routers, cards, links, demands, and
number of EAS for all links. We assumed that each backbone router was equipped with one or two
line cards, whereas the edge routers were equipped with only one card. The detailed specification

Copyright © 2012 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2012)
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Card 1: x=1 Card 1: x=1 Card 1: x=1 Card 2: x=1 Card1: x=0 [ Card2:x=0 | Card1:x=1 | C.2:x=0 | Card 1:x=1 | C.2: x=0
Router A1: z=1 Router A2: z=1 Router A3; z=1 Router A4; z=0 Router A5: z=1 Router A6: z=1

Figure 6. Calculated states of routers, cards, and ports (example E1); k denotes a given energy-aware state.

for Newtork 1 is presented in Figure 6. The topologies of Network 2—Network 5 were formed by
the combination of 2, 3, 4, and 5 Newtork 1 topologies, respectively. Contrarily to the tests reported
in Table V, we considered bidirectional links, which resulted in increasing complexity of the prob-
lems. The topologies of the listed networks are presented in Figure 5. Experiments confirmed that
defining the complete network problem (LNP) and using the B&B technique to solve a medium-size
network problem needs very high computation overhead and is impractical for medium and large
scale networks. Therefore, we formulated the relaxed optimization problems (16)—(24) for all listed
networks and applied our heuristic algorithm LNH_solve to solve them. The dimensions and com-
plexity of each considered optimization problem and the results of calculations, that is, values of
performance functions describing power consumption for all tests and calculation times are given in
Table VI.

Values placed in the columns correspond to the variables from Table VI. Full power denotes total
power when the simple shortest path routing is calculated without any energy saving mechanisms
(all network equipment operate in the active state with the typical power usage). The results confirm
that the relaxation of the problem formulation and branch-and-bound implementation supported by
efficient heuristics give good results in reasonable time.

It is obvious that the calculation time nonlinearly increases with the complexity of the problem.
Parallel calculation is a common approach to decrease the computation time. The only problem is
network decomposition. It is impractical to apply parallel computation to strongly connected net-
works (the decomposition can be ineffective). Fortunately, in case of many practical applications,

Table VI. Problem complexity and results of calculations (medium-size networks).

Example Var. Constr. Subtasks Solution [W] Full power [W] Time [s]
Network 1 256 246 10 10,264 13,800 0.161
Network 2 1124 953 22 20,772 27,680 0.755
Network 3 2688 2121 27 31,126 41,640 4.245
Network 4 4200 3276 38 41,634 55,520 13.770
Network 5 6020 4655 57 51,840 69,400 29.499

B ) Cc

E
A % S D
() Router — cluster member @  Router— cluster gareway

Figure 7. Decomposition of Network 5 into five subnetworks.
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Table VII. Subproblems complexity and results of calculations.

Subnetwork Var. Const. Subtasks Solution [W] Time [s]
A: R=6, E=10,D=19 496 438 11 10,264 0.164
A: R=6, E=10, D=21 536 470 13 10,360 0.201
C: R=6,E=10,D=19 496 438 15 10,328 0.266
D: R=6, E=10, D=23 576 502 27 10,392 0.433
E: R=6, E=10, D=23 576 502 13 10,360 0.222

especially when considering core and backbone networks, it is natural to divide the whole network
into subnetworks, formulate several parallel optimization problems, and solve them in a multipro-
cessor machine or in a cluster of workstations. Figure 7 shows the decompesition of Network 5 into
five similar size subnetworks as follows: A, B, C, D, and E. The subtasks complexity and results
of calculations are collected in Table VII. It can be observed that the total computation time for the
whole network dramatically decreases after problem decomposition, and the solution (value of the
cost function) is similar.

7. SUMMARY AND CONCLUSIONS

This paper presents the control framework for energy-aware networks composed of two decision
layers, namely, central and local control layers. The central decision unit is responsible for the power
control in the whole network, and the local decision unit is responsible for the control of the config-
uration of components of individual network devices. We formulated an energy saving optimization
problem for IP/MPLS networks (the complete link-node formulation) under the assumption of
applying power scaling and standby techniques in order to reduce the power consumption in a given
network. This problem is indicated as an NP-complete task and is too difficult for many conventional
optimization methods, such as branch-and-bound algorithms. To reduce the problem complexity,
we provided the modified version of the problem with predefined paths (the link-path formulation).
However, such formulation is still NP-complete. Finally, we developed a heuristic and employed
it to the complete link-node formulation. The idea was based on transforming an integer program-
ming problem into a linear continuous one. Multiple numerical experiments were performed to
test the efficiency of the proposed solutions. The results of tests show that application of power
saving strategies allows to achieve the desired trade-off between power consumption and network
performance according to the traffic load. As a final observation, we can say that the simplified
formulation of the network-wide optimization problem and more efficient branch-and-bound imple-
mentation supported by heuristics must be considered, especially for medium and large networks.
The second approach to speed up calculations is a parallel implementation of the optimization task.
In the nearest future, we plan to provide a comprehensive empirical evaluation of the presented con-
trol framework for energy-aware networks in the OmNetC++ simulator (http://www.omnetpp.org/)
and on a testbed network.
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1. Replace (Ins) Tool - for replacing text.

':'-Eh Strikes a line through text and opens up a text
box where replacement text can be entered.

How to use it
e Highlight a word or sentence.

e Click on the Replace (Ins) icon in the Annotations
section.

e Type the replacement text into the blue box that
appears.
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2. Strikethrough (Del) Tool - for deleting text.

Strikes a red line through text that is to be
deleted.

How to use it

e Highlight a word or sentence.

e Click on the Strikethrough (Del) icon in the
Annotations section.
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3. Add note to text Tool — for highlighting a section
to be changed to bold or italic.

T}?J Highlights text in yellow and opens up a text
box where comments can be entered.

How to use it
e Highlight the relevant section of text.

e Click on the Add note to text icon in the
Annotations section.

e Type instruction on what should be changed
regarding the text into the yellow box that
appears.
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4. Add sticky note Tool — for making notes at
specific points in the text.

@ Marks a point in the proof where a comment

needs to be highlighted.

How to use it

e Click on the Add sticky note icon in the
Annotations section.

e Click at the point in the proof where the comment

should be inserted.

e Type the comment into the yellow box that
appears.
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USING e-ANNOTATION TOOLS FOR ELECTRONIC PROOF CORRECTION

5. Attach File Tool — for inserting large amounts of 6. Add stamp Tool - for approving a proof if no
text or replacement figures. corrections are required.
é} Inserts an icon linking to the attached file in the & - Inserts a selected stamp onto an appropriate
appropriate pace in the text. place in the proof.
How to use it How to use it
e Click on the Attach File icon in the Annotations e Click on the Add stamp icon in the Annotations
section. section.
e Click on the proof to where you’d like the attached e Select the stamp you want to use. (The Approved
file to be linked. stamp is usually available directly in the menu that

e Select the file to be attached from your computer appears).

or network. e Click on the proof where you’d like the stamp to

e Select the colour and type of icon that will appear appear. (Where a proof is to be approved as it is,
in the proof. Click OK. this would normally be on the first page).
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* Drawing Markups

7. Drawing Markups Tools — for drawing shapes, lines and freeform
annotations on proofs and commenting on these marks.

T | —
E@ = O D Allows shapes, lines and freeform annotations to be drawn on proofs and for

T comment to be made on these marks..
OO 72 g
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Mark Up

New Incorporations

How to use it

e Click on one of the shapes in the Drawing
Markups section.

¢ Click on the proof at the relevant point and

draw the selected shape with the cursor. || @~ dthreshe =

.
08/06/2011 16:23:54

e To add a comment to the drawn shape, 004d——
move the cursor over the shape until an 2 || [Move to the bottom of the left
column of panels.
arrowhead appears. o 0.03 |
e Double click on the shape and type any 0.02 O.OOGfT\; R >
text in the red box that appears. nonad ™. ]

For further information on how to annotate proofs, click on the Help menu to reveal a list of further options:
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