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Abstract—In this paper, we consider energy-aware network 

devices (e.g. routers, switches, etc.) able to trade their energy 

consumption for packet forwarding performance by means of 

DVFS techniques. We focus on state-of-the-art packet processing 

engines, which generally represent the most energy-starving 

components of network devices, and which are often composed of 

a number of parallel pipelines to "divide and conquer" the 

incoming traffic load. Our goal is to control both the power 

configuration of pipelines, and the way to distribute traffic flows 

among them, in order to optimize the trade-off between energy 

consumption and network performance indexes. With this aim, 

we propose and analyze a constrained optimization policy, which 

tries to find the best trade-off between power consumption and 

packet latency times. In order to deeply understand the impact of 

such policy, a number of tests have been performed by using real-

world traffic traces. 

Keywords-green networking; low power idle; adaptive rate. 

I. INTRODUCTION 

While the ICT industries were experiencing a huge growth 
in terms of number of customers and offered services, the CO�	 
levels provoked by such expansion received little or no interest. 
Only in the last few years, concern started to raise both because 
of the environmental risks and the energy costs. Statistics 
provided by public organizations and internet service providers 
have attested the growing trend of energy demands and related 
carbon footprint. Among others, the Global e-Sustainability 
Initiative (GeSI) [1] estimates an overall network energy 
requirement of about 21.4 TWh in 2010 for European Telcos, 
and foresees a figure of 35.8 TWh in 2020 if no Green 
Network Technologies (GNTs) will be adopted. 

Although Internet traffic presents similar trends at the same 
time and day of the week, it is well known that network links 
and devices are provisioned for busy or rush hour load, which 
typically exceeds their average utilization by a wide margin 
[2]. While this margin is seldom reached, nevertheless the 
power consumption is determined by it and remains more or 
less constant even in the presence of fluctuating traffic loads. 
This situation suggests the possibility of adapting network 
energy requirements to the actual traffic profiles, dynamically 
selecting resources according to the present traffic 
characteristics [3, 4]. In their studies, Tucker et al. [5] and 
Neilson [6] analyzed the different energy requirements of all 
HW elements with network-specific functionalities. Their 
attention focused on high-end router platforms, the devices 

with the highest complexity level among all network nodes. 
The data plane energy consumption reaches 54% of the overall 
requirement, while power and heat management consumes 
35% and control plane 11%. Considering these results, it is 
clear that the data plane is the most energy-starving 
component, so we decided to focus on packet processing 
engines for network devices, which generally represent the 
most energy-harvesting physical component of many network 
devices, and not only of high-end routers. These engines are 
realized with heterogeneous HW technologies (from classical 
ASIC [7] or FPGA [8] chips to GPU-based ones [9]), and often 
have highly parallel architectures in order to “divide and 
conquer” the traffic load incoming from a number of high-
speed interfaces.  

Most of the power management techniques currently 
studied by the research community already exist in computer 
processors. Among the most common optimization strategies 
there are Adaptive Rate (AR) and the Low Power Idle (LPI). 
The former allows dynamically modulating the capacity of a 
processing engine (or of a single pipeline), in order to meet 
traffic loads and service requirements while the latter forces 
processing engines (or single pipelines) to enter low power 
states when not sending/processing packets. The impact of 
such power management capabilities has already been 
presented in a number of studies [2, 10, 11]. 

In this paper, similarly to the work in [12], we focus on 
network processors (i.e., packet processing engines) with 
parallel architectures, where a number of pipelines divides and 
conquers the incoming traffic load. We assume that AR and 
LPI capabilities can be used at each pipeline in order to 
modulate the energy consumption with respect to the current 
workload. Differently from, and additionally to [12], this work 
explicitly considers AR and LPI capabilities realized by means 
of the Dynamic Voltage and Frequency Scaling (DVFS) 
technique. This gives us the possibility of evaluating the impact 
of different design approaches for effectively introducing 
DVFS mechanisms into next generation network processors.  

Our goal is to dynamically manage the network processor 
configuration in order to optimally balance its energy 
consumption with respect to its network performance. To this 
purpose, we modeled the energy- and network-aware dynamics 
of packet processing engines, and formalized an optimization 
problem in an enough general way to reflect different criteria, 
like: (i) the minimization of energy consumption for a certain 
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constraint in packet latency time, or (ii) the maximization of 
network performance for a given energy cap, or (iii) the 
optimization of a given trade-off between the two previous 
policies. The optimization problem takes constraints on 
maximum energy consumption and packet latencies explicitly 
into account. 

The paper is organized as follows. Section II introduces the 
techniques that can be used at the HW level to save energy, and 
their main impact on network performance indexes. Section III 
describes the reference architecture of the parallel network 
processor we considered. The model for energy-aware 
pipelines is described in Section IV, and the optimization 
problem definition in Section V. Numerical results obtained 
with real traffic traces are in Section VI, and the conclusions 
are drawn in VII. 

II. POWER MANAGEMENT CAPABILITIES AND NETWORK 

PERFORMANCE 

In order to understand how adaptive green network 
technologies and relative HW implementations can be 
effectively designed and applied to next generation network 
devices, we first have to deeply take into consideration the 
main features of power management approaches in state-of-
the-art HW technologies. Without losing generality, this 
section introduces the main benefits and drawbacks of power 
management for the CMOS technologies. Such considerations 
can be easily extended to other HW technologies (e.g., FPGA). 

The power consumption of a CMOS circuit arises from two 
main contributions [13], namely leakage and dynamic power 
consumption: 

Φ = Φ��	
	�� +Φ
�� (1) 

The Φ
�� contribution somehow represents the “ideal” power 

absorption of the circuit, since it is due to the real transition of 

CMOS logical states. In more detail, Φ
�� can be expressed as: 

Φ
�� = �	�	�	�

�  (2) 

where � is the logical state switching probability, � is the total 
transistor gate capacitance of the entire module, �

  is the 
supply voltage, and � is the clock frequency.  

It is well known that Φ��	
	��  is becoming a dominant 

contribution in today’s silicon, and it results from imperfect 
cut-off of the transistors and causes power dissipation even 

without any switching activity. The Φ��	
	�� usually depends 

on many factors, like, for instance, the size of CMOS gates, the 
silicon operating temperature, the supply voltage �

 , etc. 
State-of-the-art approaches to reduce the dynamic and leakage 
power include a number of methods, like, among the others, 
Dynamic Frequency Scaling (DFS), Dynamic Voltage and 
Frequency Scaling (DVFS), and sleep transistors to shut off 
power during idle periods of execution [14, 15]. 

Regarding the DFS methods, acting on �  allows linearly 

scaling Φ
�� as shown in Eq. 2. However, it is worth noting 

that this operation also results in a decay of silicon 
performance and a consequent increase of elaboration times, 
since the � parameter is roughly proportional to the elaboration 
capacity (in terms of number of operations that can be 
performed per second). As far as DVFS techniques are 

concerned, as evident again in Eq 2, lowering �

  leads to a 
quadratic reduction in dynamic power. However, a reduction in 
voltage results in increased delay (�
 – that roughly represents 
the time period that is required to move from one logical state 
to the other one) for the circuit [16]: 

�
 ∝ ������������ (3) 

where �� is the threshold voltage (used to distinguish the “1” 
and “0” logic levels), and �  is the velocity saturation index 
which usually ranges between one and two. Obviously, the 
system frequency needs to scale along with the voltage to 
ensure that the operating frequency does not exceed the 
switching speed of the circuit. It is easy to demonstrate that � < 1 �
⁄  has to be held for guaranteeing stable HW 
operations. By observing Eq. 2, it is worth noting that the joint 
lowering of � and �

  can yield to a cubic trade-off between Φ
��  and the silicon performance, and further gains in the Φ��	
	�� contribution. 

From a general point of view, DVFS can be designed to act 
at different levels of granularity, from large modules of the 
circuit to individual logic blocks [17]. The smaller is the 
granularity, the more complex is the design and the larger the 
overhead. For example, the current trend towards multi-
processor architectures makes scaling on individual processors 
an attractive approach. Obviously, in order to support DVFS 
capabilities, a number of special HW modules, such as Voltage 
Regulation Modules (VRMs) and Clock Frequency Dividers 
(CFDs), need to be carefully included into the HW design. 

Sleep transistors specifically target Φ��	
	�� : cutting off 

power from the system during idle periods, sleep transistors 
can dramatically reduce leakage current [14, 15]. In such a 
case, the performance decay is mainly due to the time required 
to re-load the circuit upon wake-up events. The larger is the 
equivalent capacitance � of the sleeping circuit, the longer will 
be the delay to recover its fully working conditions. So that, 
sleeping larger parts of a circuit allows dramatic savings, but at 
the cost of longer wake-up times. 

Owing the techniques above mentioned, we can summarize 
that HW power management allows saving energy by two main 
approaches: 

• During active periods: by reducing the elaboration 

capacity, and then increasing the elaboration times. Φ
�� 

scales in a linear way with respect to the elaboration 
capacity in case of DFS, and up to cubic relationship in 
case of DVFS. 

• During idle periods: by sleeping multiple modules at the 
cost of introducing delay for waking up the HW and 
starting the job execution. Idle sleeping approaches usually 
provide significant power savings, since they target both Φ
�� and Φ��	
	��. 

Such two approaches are clearly considered by the ACPI 
(Advanced Configuration and Power Interface) standard [18] 
for general purpose computing systems, and translated into two 
different sets of states: the performance (P-) and power (C-) 
states. When applied to network devices, they can be directly 
mapped into two main well-known concepts [3, 4], namely 
Adaptive Rate (AR) and Low Power Idle (LPI), respectively.  
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It is worth recalling that LPI and AR techniques have 
different impacts on packet forwarding performance. AR 
obviously causes a stretching of packet service times while the 
sole adoption of LPI introduces an additional delay in packet 
service, due to the wake-up times [2, 4]. Moreover, preliminary 
studies in this field [19] showed how performance scaling and 
idle logic work like traffic shaping mechanisms, by causing 
opposite effects on the traffic burstiness level. The wake-up 
times in LPI favor packet grouping, and then an increase in 
traffic burstiness, while service time expansion in AR favors 
burst untying, and consequently traffic profile smoothing. 
Finally, the joint adoption of both energy-aware capabilities 
may not lead to outstanding energy gains, since performance 
scaling causes larger packet service times, and consequently 
shorter idle periods. However, the overall energy saving and 
the network performance strictly depend on incoming traffic 
volumes and statistical features (interarrival times, burstiness 
levels, etc.). For instance, idle logic provides top energy and 
network performance when the incoming traffic has a high 
burstiness level. This is because less active-idle transitions (and 
wake-up times) are needed, and the HW can remain in a low 
consumption state for longer periods. 

III. THE PARALLEL NETWORK PROCESSOR 

We focus on packet processing engines for network 
devices, which generally represent the most energy-harvesting 
physical component of many network devices, and not only of 
high-end routers. These engines are realized with 
heterogeneous HW technologies (from classical ASIC [7] or 
FPGA [8] chips to GPU-based ones [9]), and often have highly 
parallel architectures in order “to divide and conquer” the 
traffic load incoming from a number of high-speed interfaces.  

Traffic flows income and outcome from the engine by 
means of Serializer/Deserializer busses (SerDes), which are 
realized with different standards like PCI Express, SGMII, 
XGMII, XAUI, etc. In high performance architectures, as 
shown in Fig. 1, a specific HW component is required in order 
to multiplex and de-multiplex traffic between the SerDes and 
the parallel pipelines of the engine. This component can be 
included inside the same packet processing engine [7], or it can 
be placed in the interface cards before the SerDes bus. 

In this architecture, the workload distribution can be critical 
due to the presence of multiple parallel pipelines. Several 
studies have been made on how to distribute the load among 
different resources and propose different algorithms [20, 21]. 
In [21], the authors focus on how to preserve the packet-
ordering within individual TCP connections and to achieve 
both load balancing and efficient system utilization. However, 
the problem of packet-ordering can be avoided, by considering 
that modern network processors include dedicated HW for 

packet reordering. For example, the Netlogic XLP network 
processor provides the Packet Ordering Engine (POE) [22]. In 
this respect, we do not consider a specific scheduling or 
reordering algorithm to be used along with the load distribution 
procedure among the pipelines. Starting from the main 
achievements of previous work [2], and in order to make an 
optimal use of LPI primitives, we decided not to untie the 
incoming packet batches, and to send every packet composing 
a batch to a single pipeline. We call this policy SBSP (Same 
Batch Same Pipeline); this allows reducing the power 
consumption of the system at the price of a slight increase in 
packet latency times, especially at low incoming traffic loads. 

In such scenario, we assume to adopt the AR and the LPI 
techniques in order to reduce the energy requirements of the 
packet processing engine. As introduced in Section II, AR is 
realized by means of DVFS techniques, and then it is 
performed by modifying the working frequency and the voltage 

supplied to each pipeline. Let ��"� ∈ {�%, �', … , �)}  and +�"� ∈ {+%, +', … , +,} be the frequency and voltage provided to 
the i-th pipeline of Λ available ones. Given the nature of DVFS 

(see Eq. 3), the +�"� lowering limits the maximum admissible 

value �.	/�"�
 of the operating frequency. The relationship 

between such parameters mainly depends on the specific HW 
implementation. For sake of simplicity, and without losing 
generality, in the rest of the paper we assume to have X=Y 
available values of frequencies and voltages, and that the 

following simple relationship between �.	/�"�
 and +�"�  is 

maintained: �.	/�"� = 0��	|	+�"� = +�2 (4) 

So that, when +�"� = +�, the pipeline can work with the subset 0�%, �', … , ��2 (with 3 ≤ 5) of available frequencies. 

Moreover, we explicitly consider two DVFS design 
approaches, namely pipeline common voltage and pipeline 
independent voltage, respectively. The former consists of a 
simpler design, where all the pipelines receive the same supply 
voltage +�. The latter is a more complex HW design, where Λ 

VRM modules provide independent supply voltages to the 
network processor’s pipelines. 

Regarding the LPI, we simply assume to have a single state 
with a wakeup time of 1 ns, and with an idle energy 
consumption equal to the 90% of the absorption when active 
with a certain selection of frequencies and voltages.  

IV. MODELING ENERGY-AWARE PIPELINES 

In this section the analytical model representing the system 
behavior is described. This model is derived from the one 
exposed in [19] but it has been adapted to the current power 
management capabilities. In detail, the traffic model and the 
performance indexes, presented in Subsections B and C, do not 
change according to the new context, while the parameters 
characterizing the pipeline model in the next section are 
derived in order to cope with the absence of LPI primitives.  

A. The pipeline model 

As previously sketched, the model in [19] has been 
exploited. We assume to represent each pipeline of the network 
processor as a single server queuing system with a constant 

 
Fig. 1. Scheme of the considered architecture: the traffic incoming from a 
SerDes bus is de-multiplexed by a load-balancer component towards multiple 

parallel pipelines in a packet processing engine. 
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service rate	μ. The selection of a specific	0��"�, +�"�2 = 0�/ , +�2	couple,	 satisfying Eq. 4, affects the pipeline performance in 
terms of both packet service capacity and power consumption.  
In this respect, since service rate is thought to represent the 
device capacity in terms of packet headers that can be 
processed per second, its value is related to the selected 
frequency and voltage: =��/, +��	. It is easy to understand that 

the same relation is still valid for the active power consumption 	Φ>�	�/ , +�� . Taking into account the idle consumption, Φ?�	�/, +�� represents the energy absorption when the pipeline 

is idle, while @=1 ns the wakeup time. 

B. The traffic model 

The modeling and the statistical characterization of packet 
inter-arrival times are well known to have Long Range 
Dependency (LRD) and multi-fractal statistical features [23]. 
However, as sustained more recently in [24] and [25], a Batch 
Markov Arrival Process (BMAP) can effectively estimate the 
network traffic behavior. Therefore, we decided to model 
incoming traffic through a Batch Markov Arrival Process 
(BMAP) with Long Range Dependent (LRD) batch sizes. We 
assume to receive groups of j packets at exponential inter-
arrival times with average value equal to	1/B. The sizes j of 
packet batches are supposed to follow the Zipf law, which can 
be thought as the discrete version of the Pareto probability 
distribution. 

C. Performance Indexes 

The model we propose corresponds to an M
x
/D/1/SET 

(M
x
/D/1 with server SETup times) queuing system [26]. 

Packets arrive in batches at Markov inter-arrival times with 
average rate	λ, and are served by a single server at a fixed 
rate	μ. With respect to the model introduced in [19], we can 
maintain the hypothesis of deterministic server setup times 
considering the delay @. Under such assumptions, the average 

packet waiting time DE  can be expressed as follows: 

DE = �FGHIFJ�KLG KLM∑ IOPJOQRSOTK
��'GHIF� + UJ�IG∑ IOPJOQRSOTK

�HI�'�U�  (5) 

and the average power consumption ΦE	as: 

ΦE = VWRXKYZG[\��'�Z�F]^_G�'�Z�XF]^W�GKYW`_aKYG[\  (6) 

V. THE ENERGY-AWARE LOAD BALANCING 

This section is organized as follows. The definition of the 
optimization problem is in subsection A. Subsection B 
introduces some preliminary results that can be used to better 
understand the proposed policy according to different trade-off 
values and traffic volumes. 

A. Optimization Problem Definition 

We consider a traffic de-multiplexer distributing the 
incoming traffic among Λ parallel pipelines. As introduced in 
the previous section, we model pipelines as Mx/D/1/SET 

queuing systems. The i-th pipeline works with a 0��"�, +�"�2 =0�/, +�2 couple, and then with	=�"� = =b�/, +�c, @�"� = @b�/, +�c 
, Φ"�"� = Φ"b�/, +�c  and Φ	�"� = Φ	b�/ , +�c . The traffic 

incoming to the de-multiplexer is represented as a BMAP 

process with a batch arrival rate	λd, and with Zipf-distributed 

packet batches with an average length equal to	βd. Now, we can 
simply deduce that, thanks to the SBSP policy, the process of 
incoming traffic is still BMAP, with the following parameters: 

β�"� = βd  (7) 

βf�?� = βd f (8) 

∑ λ�?�g�'?h% = λd (9) 

Thus, we can define the average power consumption of our 
system as the sum of the contributions from the Λ pipelines: 

Φi = ∑ ΦE �"�bλ�"� , ��"�, +�"�cg�'"h%  (10) 

and the average latency time experienced by a packet incoming 
into the system can be defined as in the following: 

Di = ∑ j�`�
Hi DE �"�bλ�"�, ��"�, +�"�cg�'"h%  (11) 

Given the features of incoming traffic load (in terms of λd, βd 

and βdP) and thresholds on the maximum values of both packet 

latency D∗  and power consumption Φ∗ , the objective of the 

load balancing criterion is to find the best values of λ�"�, ��"�, 
and +�"�  for ∀m = 0,… , Λ − 1 so that the system has the best 
trade-off between network performance and energy 
consumption. Thus, we define our optimization problem as 
follows: 

pq
r
qs minj�`�,w�`�,x�`�,			"h%,…,g�'	y Wi

W∗ + �1 − y� zi
z∗	

Di < D∗																																	Φi < Φ∗											∑ λ�"�g�'"h% = B{ 																								
 (12) 

where the y index ranges between 0 and 1, and represents the 
“trade-off parameter”, which modulates the minimization of 
power consumption with respect to the one of average packet 
latency. It is worth noting that, for 	y = 0, our optimization 
problem corresponds to the maximization of network 
performance for a given power consumption cap. While 
for	y = 1, it corresponds to the minimization of the system 
power consumption constrained to a maximum value of 
average latency. Regarding the optimization problem, it is quite 
complex, since we have a non-linear objective function, which 

depends on both discrete (i.e. ��"�, +�"�	m = 0,… , Λ − 1 ) and 

continuous (i.e.,	λ�"�	m = 0,… , Λ − 1) variables. By taking into 
account that the number of pipelines 	Λ , and of available 
frequency and voltage values are generally low, our 
minimization strategy mainly consists on solving the problem 
for each available configuration of the pipelines. In more detail, 
for each feasible combination of 	0b��%�, +�%�c, … , b��|�'�, +�|�'�c	2, we find the best values of 0λ} �%�, … , λ} �g�'�	2  minimizing the objective function and 

satisfying the constraints. Furthermore, exploiting the last 

constraints in Eq. 12, we can express λ�g�'� = B{ − 	∑ λ�"�g��"h%  
and consequently reduce the number of variables. Then, we 
simply try to find the minimum of the objective function by 

studying its partial derivatives in λ�"�	m = 0,… , Λ − 2 inside the 
region satisfying the constraints, and in its frontier. 

B. Analyzing the trade-off 
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Tests are presented in this subsection with the purpose of 
better understanding the load balancing problem defined in the 
previous subsection and, in particular, to give an example on 
how its solution changes according to the different desired 
trade-offs, relied to the γ parameter.  

The reference architecture used in the shown tests has Λ = 
4 pipelines, and 8 available level of frequency and supply 
voltage. For what concerns the incoming traffic, we decided to 

fix βd = 4  while λd  varies between 1 Kpkt/s and 4 Mpkt/s. 
Finally, thresholds on latency and energy consumption have 
been fixed to D∗ = 50	μ�  and	Φ∗ = 30	W. Tests have been 
carried out in the “pipeline common voltage” case (i.e., +�%� = +�'� = +��� = +��� = +), and in the “pipeline independent 
voltage” one. The results are shown in subsections 1) and 2), 
respectively. Other values used for carrying out the tests are 
reported in Table I. These experimental results have been 
obtained from measurements performed on the reference 
architecture at varying frequency. Further results, not reported 
in this context, have been used to validate the model introduced 
in Section IV, with a maximum estimation error lower than 2% 
for both power consumption and packet latency times. 

1) Pipeline common voltage 
Figures 2-6 represent the traffic load shares among the four 

pipelines for γ = 0, 0.25, 0.5, 0.75, 1. The first case shows the 
exclusive optimization of latency: since power consumption is 
not included in the optimization, the best solution consists in 
equally dividing the load among all pipelines. Considering now 

Figures 3-5, we can see that, for the lowest values of		λi , the 
load balancer still equally shares the incoming traffic. In fact, 
although power consumption is part of the minimization 
for	y ≠ 0, its value is far from Φ∗ when the arrival rate is low. 
The behavior changes for	y = 1: without latency involved in 
the objective function, when the load is below 100 kpkt/s, all 
traffic is sent only to a single pipeline to save energy.  

A more thorough analysis can be provided taking into 
account the set of voltage and frequency values: Figures 7 and 
8 show the frequencies assumed by each pipeline 0��%�, ��'�, ����, ����2 and by the voltage v at varying traffic load 

for	y = 0.25	and		y = 1. In the first case, we have an equal 
share when the incoming load is lower than 500 Kpkt/s. For 
that value, the control policy excludes two pipelines while 
increasing the value of the remaining ones and of voltage. For 
higher loads, the policy is to increase the frequency of as many 
pipelines as needed by the minimization to satisfy the 
constraints. In the case of	y = 1, the strategy consists in using 
as few pipelines as possible: as we can see in Fig. 8, a single 
pipeline at a time increases its frequency as traffic grows, while 
voltage tends to decrease when possible. If we now consider 
the average power consumption in Fig. 9, we can see that, as 

 
Fig. 2. Optimal load shares for each pipeline (Pl) and for γ = 0 according to 

increasing traffic volumes. 

 
Fig. 3. Optimal load shares for each pipeline (Pl) and for γ = 0.25 according 

to increasing traffic volumes 

  
Fig. 4. Optimal load shares for each pipeline (Pl) and for γ = 0.5 according 

to increasing traffic volumes 

  
Fig. 5. Optimal load shares for each pipeline (Pl) and for γ = 0.75 according 

to increasing traffic volumes. 

TABLE I –�	 AND = ACCORDING TO THE FREQUENCY. �	[���] �	 [W] = [kpkt/s] 

50 1.36  136 

66.66 1.56  137  

100 2.02  272 

114.27 2.18  342 
133.33 2.52  371 

160 2.93  500 

200 3.31  616 

266.66 4.32  823 

400 6.03  1071 
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the load grows, consumption stays quite stable for γ=0: in fact, 
all pipelines are always kept active and at the maximum 
frequency value, and so is voltage. For the highest traffic loads, 
in order to respect the latency threshold, traffic has to be evenly 
distributed among the pipelines for all trade-offs. As a result, 
all choices of γ bring the same power consumption. Moving on 
to the average latencies in Fig. 10, the first element to be 
noticed is that, as expected, results obtained for γ=0.25 and 
γ=0.5 are closer to those for γ=0, while γ=0.75 and γ=1 are 
visibly higher than the others. However, as all test scenarios 
have equally shared traffic for λ=4 Mpkt/s, W finally 
converges to 22 µs for all trade-offs.  

2) Pipeline independent voltage 
The tests presented in the previous subsection have been 

repeated in case of a design allowing to individually changing 
the voltage supplied to each pipeline. This implementation 
provides lower latencies with respect to the previous tests. This 
is obviously the result of a more complex and costly HW 
design. Considering the traffic load shares among the four 
pipelines, results obtained for γ=0 and γ=1 are not surprisingly 
the same obtained in the previous tests: in order to keep latency 
low, it is necessary to give an equal share of traffic to each 
pipeline, and to decrease consumption as few pipelines as 
possible have to be fed. Results obtained for γ=0.25, 0.5 and 
0.75, instead, have a behavior more similar to γ=1 than in the 
previous case: if we consider Fig. 11, it is evident how its trend 
can be compared to the one shown in Fig. 6. This effect is due 
to the choice of a single possible voltage for each frequency: 
although this choice did not characterize the previous tests, the 
load balancer still selected fixed couples of frequency and 
voltage, especially for the lowest traffic loads. Moreover, in 
this second case, load shares appear smoother at varying loads: 
this means that such design brings more coherent policies and 
less share variations. For what concerns the average power 
consumption and latency, results shown in Figures 12 and 13 
validate the previous assertions: for the loads where we have an 
increase of energy consumption, latency is lower. Moreover, 
latency computed for γ<1 is visibly smoother.  

VI. NUMERICAL RESULTS 

In order to evaluate the proposed optimization policy in a 
correct and suitable way, we decided to use daily dynamics of 
real Internet traffic. In more detail, we used data from the 
traffic traces that are publicly available in [27]. We used a 96-
hour-long traffic trace divided into sequential time windows of 
15 minutes. We used the packet processing engine 
configuration tested in section 5.B.1, and the same values of  y, D∗ and of Φ∗ of the previous section. As far as the incoming 
traffic is concerned, for each time window, we used the	B,	�, 
and � i values as calculated from the traffic trace. In detail, 
these parameters were obtained by least squares fitting of the 
Zipf distribution with the trace sample. The evolution of the 
traffic offered load over the time of the reference traffic trace is 
reported in Fig. 14 in terms of burst arrival rates and burst 
sizes. The minimum value of traffic loads is from 3:00 to 6:00, 
while rush hours occur at 11:00 and 14:00. It is interesting to 
underline how an increase in incoming traffic volume is due to 
the rise of both batch arrival rate and burst sizes.  

Results in Figures 15 and 16 follow the trend of the traffic 
trace in Figure 14. However, in absence of explicit LPI 

capabilities, variations in both Φ and W are less evident than 
those in the results in [12]. Results obtained for γ=0.25, γ=0.5 
and for γ=0.75 are really similar. For what concerns γ=0, these 
last results make clear that the behavior for this trade-off 

 
Fig. 6. Optimal load shares for each pipeline (Pl) and for γ = 1 according to 
increasing traffic volumes 

 
Fig. 7.  Frequency of each pipeline and voltage for γ =0.25. 

 
Fig. 8. Frequency of each pipeline and voltage for γ =1.  

 
Fig. 9. Average power consumption of the device at varying γ and 

increasing traffic load. 
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corresponds to the one of a commercial device, that keeps the 
same level of performance regardless of the incoming traffic. 

VII. CONCLUSIONS 

We considered energy-aware processors able to trade their 
energy consumption for packet forwarding performance by 
means of both low power idle and adaptive rate schemes. In 
particular, the AR and LPI capabilities considered in this paper 
are realized by means of the Dynamic Voltage and Frequency 
Scaling (DVFS) technique. We focused on state-of-the-art 
packet processing engines, which are often composed of a 
number of parallel pipelines to "divide and conquer" the 
incoming traffic load. Our goal was to control both the power 
configuration of pipelines, and the best way to distribute traffic 
flows among them, in order to optimize the trade-off between 
energy consumption and network performance. We proposed 
and analyzed a constrained optimization policy, which 
optimizes the trade-off between power consumption and packet 
latency times. In order to deeply understand and validate the 
impact of such policy, tests have been performed on two 
reference architectures, namely pipeline common voltage and 
pipeline independent voltage. Then, further tests have been 
performed by using real-world traffic traces.  
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Fig. 15 . Power consumption Φi  for various value of γ with respect to the traffic source in [27]. 
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